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Preface

These are notes I wrote up for my Fall 2013 Numerical Methods course. These notes are meant as a supplement to a traditional textbook, not as a replacement. I wanted something that explains the mathematical ideas behind the various methods without getting into formal proofs. I find that many numerical analysis proofs show that something is true without giving much insight into why it is true. If students can gain an intuitive understanding of how a method works, why it works, and where it’s useful, then they will be better users of those methods if they need them, and, besides, the mathematical ideas they learn may be useful in other contexts.

One thing that is missing here is linear algebra. Most of my students hadn’t yet taken linear algebra, so it wasn’t something I covered.

I have included Python code for many of the methods. I find that sometimes it is easier for me to understand how a method works by looking at a program. Python is easy to read, being almost like pseudocode (with the added benefit that it actually runs). However, everything has been coded for clarity, not for efficiency or robustness. In real-life there are lots of edge cases that need to be checked, but checking them clutters the code, and that would defeat the purpose of using the code to illustrate the method. In short, do not use the code in this book for anything important.

In writing this, I relied especially on Numerical Analysis by Timothy Sauer, which I have taught from a couple of times. For practical advice, I relied on Numerical Recipes by Press, Teukolsky, Vetterling, and Flannery. From time to time, I also consulted A Friendly Introduction to Numerical Analysis by Brian Bradie and Numerical Methods by Faires and Burden. I also read through a number of Wikipedia articles and online lecture notes from a variety of places.

I am not a numerical analyst, so I am sure there are mistakes in here. It is also hard for me to catch my own typos. So if you see anything wrong here, please send me a note at |heinold@msmary.edu|. I am also open to suggestions for improvement.

Last updated January 11, 2014.
Chapter 1

Introductory material

1.1 What Numerical Methods is about

Equations like $3x + 4 = 7$ or $x^2 - 2x + 9 = 0$ can be solved using high school algebra. Equations like $2x^3 + 4x^2 + 3x + 1 = 0$ or $x^4 + x + 1 = 0$ can be solved by some more complicated algebra.

But the equation $x^5 - x + 1 = 0$ cannot be solved algebraically. There are no algebraic techniques that will give us an answer in terms of anything familiar. If we need a solution to an equation like this, we use a numerical method, a technique that will give us an approximate solution.

Here is a simple example of a numerical method that estimates $\sqrt{5}$: Start with a guess for $\sqrt{5}$, say $x = 2$ (since $\sqrt{4} = 2$ and 5 is pretty close to 4). Then compute

$$\frac{2 + 5/2}{2} = \frac{9}{4} = 2.25.$$

This is the average of our guess, 2, and 5/2. Next compute

$$\frac{2.25 + 5/2.25}{2} = 2.2361111\ldots.$$

We get this by replacing our initial guess, 2, in the previous equation with 2.25. We can then replace 2.25 with 2.2361... and compute again to get a new value, then use that to get another new value, etc. The values 2, 2.25, 2.2361..., and so on, form a sequence of approximations that get closer and closer to the actual value of $\sqrt{5}$, which is 2.236067....

This is what a numerical method is, a process that produces approximate solutions to some problem. The process is often repeated like this, where approximations are plugged into the method to generate newer, better approximations. Often a method can be run over and over until a desired amount of accuracy is obtained.

It is important to study how well the method performs. There are a number of questions to ask: Does it always work? How quickly does it work? How well does it work on a computer?

Now, in case a method to find the square root seems silly to you, consider the following: How would you find the square root of a number without a calculator? Notice that this method allows us to estimate the square root using only the basic operations of addition and division. So you could do it by hand if you wanted to. In fact it’s called the Babylonian method, or Hero’s method, as it was used in Babylon and ancient Greece. It used to be taught in school until calculators came along.\footnote{Calculators themselves use numerical methods to find square roots. Many calculators use efficient numerical methods to compute $e^x$ and $\ln x$ and use the following identity to obtain $\sqrt{x}$ from $e^x$ and $\ln x$:

$$\sqrt{x} = x^{1/2} = e^{\ln(x^{1/2})} = e^{\frac{1}{2}\ln x}.$$}
1.2 Floating-point arithmetic

Most numerical methods are implemented on computers and calculators, so we need to understand a little about how computers and calculators do their computations.

Computer hardware cannot represent most real numbers exactly. For instance, π has an infinite, non-repeating decimal expansion that would require an infinite amount of space to store. Most computers use something called floating-point arithmetic, specifically the IEEE 754 standard. We’ll just give a brief overview of how things work here, leaving out a lot of details.

The most common way to store real numbers uses 8 bytes (64 bits). It helps to think of the number as written in scientific notation. For instance, write 25.394 as $2.5394 \times 10^2$. In this expression, 2.5394 is called the mantissa. The 2 in $10^2$ is the exponent. Note that instead of a base 10 exponent, computers, which work in binary, use a base 2 exponent. For instance, .3 is written as $1.2 \times 2^{-2}$.

Of the 64 bits, 53 are used to store the mantissa, 11 are for the exponent, and 1 bit is used for the sign (+ or -). These numbers actually add to 65, not 64, as a special trick allows an extra bit of info for the mantissa. The 53 bits for the mantissa allow for about 15 digits of precision. The 11 bits for the exponent allow numbers to range from as small as $10^{-307}$ to as large as $10^{308}$.

**Consequences of limited precision**

The precision limits mean that we cannot distinguish 123.000000000000007 from 123.000000000000008. However, we would be able to distinguish .000000000000000007 and .000000000000000008 because those numbers would be stored as $7 \times 10^{-18}$ and $8 \times 10^{-18}$. The first set of numbers requires more than 15 digits of precision, while the second pair requires very little precision.

Also, doing something like $1000000000 + .000000004$ will just result in 1000000000 as the 4 falls beyond the precision limit.

When reading stuff about numerical methods, you will often come across the term *machine epsilon*. It is defined as the difference between 1 and the closest floating-point number larger than 1. In the 64-bit system described above, that value is about $2.22 \times 10^{-16}$. Machine epsilon is a good estimate of the limit of accuracy of floating-point arithmetic. If the difference between two real numbers is less than machine epsilon, it is possible that the computer would not be able to tell them apart.

**Roundoff error**

One interesting thing is that many numbers, like .1 or .2, cannot be represented exactly using IEEE 754. The reason for this is that computers store numbers in binary (base 2), whereas our number system is decimal (base 10), and fractions behave differently in the two bases. For instance, converting .2 to binary yields .00110011001100... , an endlessly repeating expansion. Since there are only 53 bits available for the mantissa, any repeating representation has to be cut off somewhere. This is called roundoff error. If you convert the cut-off representation back to decimal, you actually get .19999999999999998.

If you write a lot of computer programs, you may have run into this problem when printing numbers. For example, consider the following simple Python program:

```python
print(.2 + .1)
```

We would expect it to print out .3, but in fact, because of roundoff errors in both .2 and .1, the result is 0.30000000000000004.

Actually, if we want to see exactly how a number such as .1 is represented in floating-point, we can do the following:

```python
print(bin(.1))
```

It's interesting to note that the only decimal fractions that have terminating binary expansions are those whose denominators are powers of 2. In base 10, the only terminating expansions come from denominators that are of the form $2^b 5^c$. This is because the only proper divisors of 10 are 2 and 5.
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print("{:.70f}".format(.1))

The result is 0.1000000000000000055511151231257827021181583404541015625000000000000000.

This number is the closest IEEE-754 floating-point number to .1. Specifically, we can write .1 as \( .8 \times 2^{-3} \), and in binary, .8 is the has a repeating binary expansion .110011001100 . . . . That expansion gets cut off after 53 bits and that eventually leads to the strange digits that show up around the 18th decimal place.

**Floating-point problems**

One big problem with this is that these small roundoff errors can accumulate, or *propagate*. For instance, consider the following Python program:

```python
s = 0
for i in range(1000000):
s = s + .1
```

This program adds .1 to itself ten million times, and should return 1,000,000. But the result is 999999.9998389754. Roundoff errors from storing .1 and the intermediate values of s have accumulated over millions of iterations to the point that the error has crept all the way up to the fourth decimal place. This is a problem for many numerical methods that work by iterating something many times. Methods that are not seriously affected by roundoff error are called *stable*, while those that are seriously affected are *unstable*.

Here is something else that can go wrong: Try computing the following:

```python
x = (1.000000000000001-1)*100000000000000
```

The exact answer should be .1, but the program gives 0.11102230246251565, only correct to one decimal place. The problem here is that we are subtracting two numbers that are very close to each other. This causes all the incorrect digits beyond the 15th place in the representation of .1 to essentially take over the calculation. Subtraction of very close numbers can cause serious problems for numerical methods and it is usually necessary to rework the method, often using algebra, to eliminate some subtractions.

This is sometimes called the golden rule of numerical analysis — don't subtract nearly equal numbers.

**Using floating-point numbers in calculations**

The 64-bit storage method above is called IEEE 754 double-precision (this is where the data type double in many programming languages gets its name). There is also 32-bit single-precision and 128-bit quadruple-precision specified in the IEEE 754 standard.

Single-precision is the float data type in many programming languages. It uses 24 bits for the mantissa and 8 for the exponent, giving about 6 digits of precision and values as small as \( 10^{-128} \) to as large as \( 10^{127} \). The advantages of single-precision over double-precision are that it uses half as much memory and computations with single-precision numbers often run a little more quickly. On the other hand, for many applications these considerations are not too important.

Quadruple-precision is implemented by some programming languages.\(^1\) One big difference between it and single- and double-precision is that the latter are usually implemented in hardware, while the former is usually implemented in software. Implementing in software, rather than having specially designed circuitry to do computations, results in a significant slowdown.

For most scientific calculations, like the ones we are interested in a numerical methods course, double-precision will be what we use. Support for it is built directly into hardware and most programming languages. If we need more precision, quadruple-precision and arbitrary precision are available in libraries for most programming languages. For instance, Java's BigDecimal class and Python's Decimal class can represent real numbers to very high precision. The drawback to these is that they are implemented in software and thus are much slower than a native double-precision type. For many numerical methods this slowdown makes the methods too slow to use.

---

\(^1\)There is also an 80-bit extended precision method on x86 processors that is accessible via the long double type in C and some other languages.
See the article, “What Every Computer Scientist Should Know About Floating-Point Arithmetic” at http://docs.oracle.com/cd/E19957-01/806-3568/ncg_ggoldberg.html for more details about floating-point arithmetic.
Chapter 2

Solving equations numerically

Solving equations is of fundamental importance. Often many problems at their core come down to solving equations. For instance, one of the most useful parts of calculus is maximizing and minimizing things, and this usually comes down to setting the derivative to 0 and solving.

As noted earlier, there are many equations, such as $x^5 - x + 1 = 0$, which cannot be solved exactly in terms of familiar functions. The next several sections are about how to find approximate solutions to equations.

2.1 The bisection method

The *bisection method* is one of the simpler root-finding methods. If you were to put someone in a room and tell them not to come out until they come up with a root-finding method, the bisection method is probably the one they would come up with.

Here is the idea of how it works. Suppose we want to find a root of $f(x) = 1 - 2x - x^5$. First notice that $f(0) = 1$, which is above the x-axis and $f(1) = -2$, which is below the axis. For the function to get from 1 to -2, it must cross the axis somewhere, and that point is the root.\(^1\)

So we know a root lies somewhere between $x = 0$ and $x = 1$. See the figure below.

Next we look at the midpoint of 0 and 1, which is $x = .5$ (i.e., we bisect the interval) and check the value of the function there. It turns out that $f(.5) = -0.03125$. Since this is negative and $f(0) = 1$ is positive, we know that the function must cross the axis (and thus have a root) between $x = 0$ and $x = .5$. We can then bisect again, by looking at the value of $f(.25)$, which turns out to be around .499. Since this is positive and $f(.5)$ is negative, we know the root must be between $x = .25$ and $x = .5$. We can keep up this bisection procedure as long as we like, and we will eventually zero in on the location of the root. Shown below is a graphical representation of this process.

\(^1\)This is common sense, but it also comes from the Intermediate Value Theorem.
In general, here is how the bisection method works: We start with values \( a \) and \( b \) such that \( f(a) \) and \( f(b) \) have opposite signs. If \( f \) is continuous, then we are guaranteed that a root lies between \( a \) and \( b \). We say that \( a \) and \( b \) bracket a root.

We then compute \( f(m) \), where \( m = \frac{a + b}{2} \). If \( f(a) \cdot f(m) < 0 \), we set \( b = m \); if \( f(a) \) and \( f(m) \) are of opposite signs, we set \( a = m \). (In the unlikely event that \( f(m) = 0 \), then we stop because we have found a root.) We then repeat the process again and again until a desired accuracy is reached. Here is how we might code this in Python:

```python
def bisection(f, a, b, n):
    for i in range(n):
        m = (a + b) / 2
        if f(a) * f(m) < 0:
            b = m
        else:
            a = m
    return m
```

For simplicity, we have ignored the possibility that \( f(m) = 0 \). Notice also that an easy way to check if \( f(a) \) and \( f(m) \) are of opposite signs is to check if \( f(a) f(b) < 0 \). Here is how we might call this function to do 20 bisection steps to estimate a root of \( x^2 - 2 \):

```python
print(bisection(lambda x: x*x-2, 0, 2, 20))
```

In Python, \( \lambda \) creates an anonymous function. It’s basically a quick way to create a function that we can pass to our bisection function.

### Analysis of the algorithm

Let \( a_0 \) and \( b_0 \) denote the starting values of \( a \) and \( b \). At each step we cut the previous interval exactly in half, so after \( n \) steps the interval has length \((b_0 - a_0)/2^n\). At any step, our best estimate for the root is the midpoint of the interval, which is no more than half the length of the interval away from the root, meaning that after \( n \) steps, the error is no more than \((b_0 - a_0)/2^{n+1}\).

For example, if \( a_0 = 0 \), \( b_0 = 1 \), and we perform \( n = 10 \) iterations, we would be within \( 1/2^{11} \approx .00049 \) of the actual root.

If we have a certain error tolerance \( \epsilon \) that we want to achieve, we can solve \((b_0 - a_0)/2^{n+1} = \epsilon\) for \( n \) to get

\[
    n = \lceil \log_2 \left( \frac{b_0 - a_0}{\epsilon} \right) - 1 \rceil.
\]

So in the example above, if we wanted to know how many iterations we would need to get to within \( \epsilon = 10^{-6} \) of the correct answer, we would need \( \lceil \log_2(1/10^{-6}) - 1 \rceil = 19 \) iterations.

In the world of numerical methods for solving equations, the bisection method is very reliable, but very slow. We essentially get about one new correct decimal place for every three iterations (since \( \log_2(10) \approx 3 \)). Some of the methods we will consider below can double and even triple the number of correct digits at every step. Some can do even better. But this performance comes at the price of reliability. The bisection method, on the other hand, will usually work.

However, it will miss the root of something like \( x^2 \) because that function is never negative. It can also be fooled around vertical asymptotes, where a function may change from positive to negative but have no root, such as with \( 1/x \) near \( x = 0 \).
2.2. FIXED POINT ITERATION

False position

The false position method is a lot like the bisection method. The difference is that instead of choosing the midpoint of $a$ and $b$, we draw line between $(a, f(a))$ an $(b, f(b))$ and see where it crosses the axis. In particular, the crossing point can be found by finding the equation of the line, which is $y - f(a) = \frac{f(b) - f(a)}{b - a}(x - a)$, and setting $y = 0$ to get its intersection with the $x$ axis. Solving and simplifying, we get

$$m = \frac{af(b) - bf(a)}{f(b) - f(a)}.$$

This is the point we use in place of the midpoint. Doing so usually leads to faster convergence than the bisection method, though it can sometimes be worse.

2.2 Fixed point iteration

Try the following experiment: Pick any number. Take the cosine of it. Then take the cosine of your result. Then take the cosine of that. Keep doing this for a while. On a TI calculator, you can automate this process by typing in your number, pressing enter, then entering `cos(Ans)` and repeatedly pressing enter. Here’s a Python program to do this along with its output:

```python
from math import cos
x = 2
for i in range(20):
    x = cos(x)
    print(x)
```

We can see that the numbers seem to be settling down around $.739$. If we were to carry this out for a few dozen more iterations, we would eventually get stuck at (to 15 decimal places) $.7390851332151607$. And we will eventually settle in on this number no matter what our initial value of $x$ is.

What is special about this value, $.739\ldots$, is that it is a fixed point of cosine. It is a value which is unchanged by the cosine function; i.e., $\cos(.739\ldots) = .739\ldots$. Formally, a fixed point of a function $g(x)$ is a value $p$ such that $g(p) = p$. Graphically, it’s a point where the graph crosses the line $y = x$. See the figure below:
Some fixed points have the property that they attract nearby points towards them in the sort of iteration we did above. That is, if we start with some initial value $x_0$, and compute $g(x_0)$, $g(g(x_0))$, $g(g(g(x_0)))$, etc., those values will approach the fixed point. The point $0.739\ldots$ is an attracting fixed point of $\cos x$.

Other fixed points have the opposite property. They repel nearby points, so that it is very hard to converge to a repelling fixed point. For instance, $g(x) = 2 \cos x$ has a repelling fixed point at $p = 1.02985\ldots$. If we start with a value, say $x = 1$, and iterate, computing $g(1)$, $g(g(1))$, etc., we get $1.08$, $0.94$, $1.17$, $0.76$, $1.44$, numbers which are drifting pretty quickly away from the fixed point.

Here is a way to picture fixed points: Imagine a pendulum rocking back and forth. This system has two fixed points. There is a fixed point where the pendulum is hanging straight down. This is an attracting state as the pendulum naturally wants to come to rest in that position. If you give it a small push from that point, it will soon return back to that point. There is also a repelling fixed point when the pendulum is pointing straight up. At that point you can theoretically balance the pendulum, if you could position it just right, and that fixed point is repelling because just the slighted push will move the pendulum from that point. Phenomena in physics, weather, economics, and many other fields have natural interpretations in terms of fixed points.

We can visualize the fact that the fixed point of $\cos x$ is attracting by using something called a cobweb diagram. Here is one:

In the diagram above, the function shown is $g(x) = \cos(x)$, and we start with $x_0 = 0.4$. We then plug that into the function to get $g(0.4) = 0.9210\ldots$. This is represented in the cobweb diagram by the line that goes from the $x$-axis to the cosine graph. We then compute $g(g(0.4))$ (which is $g(0.9210\ldots)$). What we are doing here is essentially taking the previous $y$-value, turning it into an $x$-value, and plugging that into the function. Turning the $y$-value into an $x$-value is represented graphically by the horizontal line that goes from our previous location on the graph to the line $y = x$. Then plugging in that value into the function is represented by the vertical line that goes down to the graph of the function.
We then repeat the process by going over to $y = x$, then to $y = \cos(x)$, then over to $y = x$, then to $y = \cos(x)$, etc. We see that the iteration is eventually sucked into the fixed point.

Here is an example of a repelling fixed point, iterating $g(x) = 1 - 2x - x^5$.

The key to whether a fixed point $p$ is attracting or repelling turns out to be the value of $g'(p)$, the slope of the graph at the fixed point. If $|g'(p)| < 1$ then the fixed point is attracting. If $|g'(p)| > 1$, the fixed point is repelling.\(^1\) Graphically, if the function is relatively flat near the fixed point, the lines in the cobweb diagram will be drawn in towards the fixed point, whereas if the function is steeply sloped, the lines will be pushed away. If $|g'(p)| = 1$, a more sophisticated analysis is needed to determine the point's behavior, as it can be (slowly) attracting, (slowly) repelling, possibly both, or divergent.

The value of $|g'(p)|$ also determines the speed at which the iterates converge towards the fixed point. The closer $|g'(p)|$ is to 0, the faster the iterates will converge. A very flat graph, for instance, will draw the cobweb diagram quickly into the fixed point.

One caveat here is that an attracting fixed point is only guaranteed to attract nearby points to it, and the definition of “nearby” will vary from function to function. In the case of cosine, “nearby” includes all of $\mathbb{R}$, whereas with other functions “nearby” might mean only on a very small interval.

**Using fixed points to solve equations**

The process described above, where we compute $g(x_0), g(g(x_0)), g(g(g(x_0))), \ldots$ is called fixed point iteration. It can be used to find an (attracting) fixed point of $f$. We can use this to find roots of equations if we rewrite the equation as a fixed point problem.

For instance, suppose we want to solve $1 - 2x - x^5 = 0$. We can rewrite this as a fixed point problem by moving the $2x$ over and dividing by 2 to get $(1 - x^5)/2 = x$. It is now of the form $g(x) = x$ for $g(x) = (1 - x^5)/2$. We can then iterate this just like we iterated $\cos(x)$ earlier.

We start by picking a value, preferably one close to a root of $1 - 2x - x^5$. Looking at a graph of the function, $x_0 = 0.5$ seems like a good choice. We then iterate. Here is result of the first 20 iterations:

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.484375</td>
</tr>
<tr>
<td>2</td>
<td>0.4866512498</td>
</tr>
<tr>
<td>3</td>
<td>0.4863899785</td>
</tr>
<tr>
<td>4</td>
<td>0.4863884927</td>
</tr>
<tr>
<td>5</td>
<td>0.4863891412</td>
</tr>
<tr>
<td>6</td>
<td>0.4863889714</td>
</tr>
<tr>
<td>7</td>
<td>0.4863885125</td>
</tr>
<tr>
<td>8</td>
<td>0.4863882679</td>
</tr>
<tr>
<td>9</td>
<td>0.4863891412</td>
</tr>
<tr>
<td>10</td>
<td>0.4863890083</td>
</tr>
<tr>
<td>11</td>
<td>0.4863887198</td>
</tr>
<tr>
<td>12</td>
<td>0.4863884981</td>
</tr>
<tr>
<td>13</td>
<td>0.4863891412</td>
</tr>
<tr>
<td>14</td>
<td>0.4863889714</td>
</tr>
<tr>
<td>15</td>
<td>0.4863887198</td>
</tr>
<tr>
<td>16</td>
<td>0.4863884981</td>
</tr>
<tr>
<td>17</td>
<td>0.4863891412</td>
</tr>
<tr>
<td>18</td>
<td>0.4863889714</td>
</tr>
<tr>
<td>19</td>
<td>0.4863887198</td>
</tr>
<tr>
<td>20</td>
<td>0.4863884981</td>
</tr>
</tbody>
</table>

\(^1\)This result is sometimes called the Banach fixed point theorem and can be formally proved using the Mean Value Theorem.
0.4863890359287931
0.4863890359353475
0.48638903593443045
0.48638903593455873
0.4863890359345408
0.4863890359345433
0.48638903593454297
0.486389035934543
0.48638903593454297
0.486389035934543

We see that the iterates pretty quickly settle down to about .486389035934543.

On a TI calculator, you can get the above (possibly to less decimal places) by entering in .5, pressing enter, then entering in \((1-\text{Ans}^5)/2\) and repeatedly pressing enter. In Excel you can accomplish the same thing by entering .5 in the cell A1, then entering the formula \(=(1-A1^5)/2\) into cell A2, and filling down. Here also is a Python program that will produce the above output:

```python
x = .5
for i in range(20):
    x = (1-x**5)/2
    print(x)
```

There are a couple of things to note here about the results. First, the value of \(|g'(p)|\) is about .14, which is pretty small, so the convergence is relatively fast. We add about one new correct digit with every iteration. We can see in the figure below that the graph is pretty flat around the fixed point. If you try drawing a cobweb diagram, you will see that it gets pulled into the fixed point very quickly.

Second, the starting value matters. If our starting value is larger than about 1.25 or smaller than -1.25, we are in the steeply sloped portion of the graph, and the iterates will be pushed off to infinity. We are essentially outside the realm of influence of the fixed point.

Third, the way we rewrote \(1 - 2x - x^5 = 0\) was not the only way to do so. For instance, we could instead move the \(x^5\) term over and take the fifth root of both sides to get \(\sqrt[5]{1-2x} = x\). However, this would be a bad choice, as the derivative of this function at the fixed point is about -7 which makes the point repelling. A different option would be to write \(1 = 2x + x^5\), factor out an \(x\) and solve to get \(\frac{1}{x+2x^4} = x\). For this iteration, the derivative at the fixed point is about \(-.11\), so this is a good choice.

### 2.3 Newton’s method

Here is a clever way to turn \(f(x) = 0\) into a fixed point problem: divide both sides of the equation by \(-f'(x)\) and then add \(x\) to both sides. This gives

\[x - \frac{f(x)}{f'(x)} = x.\]

To see why this is useful, let’s look at the derivative of the expression on the left side. We get

\[1 - \frac{f'(x)^2 - f(x)f''(x)}{f'(x)^2}.\]
Since we have turned \( f(x) = 0 \) into a fixed point problem, a fixed point \( p \) must satisfy \( f(p) = 0 \). Plugging \( p \) into the expression above gives

\[
1 - \frac{f'(p)^2 - 0}{f'(p)^2} = 0.
\]

So the derivative at the fixed point is 0. Remember that the flatter the graph is around a fixed point, the faster the convergence, so we should have pretty fast convergence here.

Iterating \( x - \frac{f(x)}{f'(x)} \) to find a root of \( f \) is known as Newton’s method.\(^1\) As an example, suppose we want a root of \( f(x) = 1 - 2x - x^5 \). To use Newton’s method, we first compute \( f'(x) = -2 - 4x^5 \). So we will be iterating

\[
x - \frac{1 - 2x - x^5}{2 - 4x^5}.
\]

Then we pick a starting value for the iteration, preferably something close to the root of \( f \), like .5. We then iterate the function. Using a calculator, computer program, spreadsheet, or whatever (even by hand), we get the following sequence of iterates:

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4864864864864865</td>
</tr>
<tr>
<td>1</td>
<td>0.486389035934543</td>
</tr>
<tr>
<td>2</td>
<td>0.486389035934543</td>
</tr>
<tr>
<td>3</td>
<td>0.486389035934543</td>
</tr>
<tr>
<td>4</td>
<td>0.486389035934543</td>
</tr>
</tbody>
</table>

We have only shown the first five iterates because Newton’s method has already found as many digits as we can find in double-precision floating-point arithmetic.

To get this on a TI calculator, put in .5, press enter, then put in \( \text{Ans}-(1-2*\text{Ans}-\text{Ans}^5)/(-2-5*\text{Ans}^4) \) and repeatedly press enter. In Excel, 5 in the cell A1, put the formula \( =A1-(1-2*A1-A1^5)/(-2-5*A1^4) \) into cell A2, and fill down. Here also is a Python program that will produce the above output, stopping when the iterates are equal to about 15 decimal places:

```python
oldx = 0
x = .5
while abs(x - oldx) > 1e-15:
    oldx, x = x, x-(1-2*x-x**5)/(-2-5*x**4)
print(x)
```

Geometric derivation of Newton’s method

The figure below shows a nice way to picture how Newton’s method works. The main idea is that if \( x_0 \) is sufficiently close to a root of \( f \), then the tangent line to the graph at \((x_0, f(x_0))\) will cross the \( x \)-axis at a point closer to the root than \( x_0 \).

\(^1\)It is also called the Newton-Raphson method.
What we do is start with an initial guess for the root and draw a line up to the graph of the function. Then we follow the tangent line down to the x-axis. From there, we draw a line up to the graph of the function and another tangent line down to the x-axis. We keep repeating this process until we (hopefully) get close to a root. It’s a kind of slanted and translated version of a cobweb diagram.

This geometric process helps motivate the formula we derived for Newton’s method. If \( x_0 \) is our initial guess, then \((x_0, f(x_0))\) is the point where the vertical line meets the graph. We then draw the tangent line to the graph. The equation of this line is \( y - f(x_0) = f'(x_0)(x - x_0) \). This line crosses the x-axis when \( y = 0 \), so plugging \( y = 0 \) and solving for \( x \), we get that the new \( x \) value is \( x_0 - \frac{f(x_0)}{f'(x_0)} \).

**What can go wrong with Newton’s method**

There are a few things that can go wrong with Newton’s method. One thing is that \( f'(x) \) might be 0 at a point that is being evaluated. In that case the tangent line will be horizontal and will never meet the x-axis (note that the denominator in the formula will be 0). See below on the left. Another possibility can be seen with \( f(x) = \sqrt{x-1} \). Its derivative is infinite at its root, \( x = 1 \), which has the effect of pushing tangent lines away from the root. See below on the right.

![Graphs showing issues with Newton's method.](image)

Also, just like with fixed-point iteration, if we choose a starting value that is too far from the root, the slopes of the function might push us away from the root, never to come back, like in the figure below:

![Graph showing issues with Newton's method](image)

There are stranger things that can happen. Consider using Newton’s method to find a root of \( f(x) = \sqrt{\frac{3-x}{x}} \).

After a fair amount of simplification, the formula \( x - \frac{f(x)}{f'(x)} \) for this function becomes \( 4x(1-x) \). Now, a numerical method is not really needed here because it is easy to see that the function has a root at \( x = 3/4 \) (and this is its only root). But it’s interesting to see how the method behaves. One thing to note is that the derivative goes vertical at \( x = 3/4 \), so we would expect Newton’s method to have some trouble. But the trouble it has is surprising.

Here are the first 36 values we get if we use a starting value of .4. There is no hint of this settling down on a value, and indeed it won’t ever settle down on a value.

2.3. NEWTON’S METHOD

But things are even stranger. Here are the first 10 iterations for two very close starting values:

| 0.400 | 0.401 |
| 0.960 | 0.960 |
| 0.154 | 0.151 |
| 0.520 | 0.512 |
| 0.998 | 0.999 |
| 0.006 | 0.002 |
| 0.025 | 0.009 |
| 0.099 | 0.036 |
| 0.358 | 0.137 |
| 0.919 | 0.474 |

We see these values very quickly diverge from each other. This is called sensitive dependence on initial conditions. Even when our starting values are vanishingly close, say only $10^{-20}$ apart, it would only take several dozen iterations for them to start to diverge. This is a hallmark of chaos. Basically, Newton’s method is hopeless here.

Finally, to show a little more of the interesting behavior of Newton’s method, the figure below looks at iterating Newton’s method on $x^5 - 1$ with starting values that could be real or complex numbers. Each point in the picture corresponds to a different starting value, and the color of the point is based on the number of iterations it takes until the iterates get within $10^{-5}$ of each other.

The five light areas correspond to the five roots of $x^5 - 1$ (there is one real root at $x = 1$ and four complex roots). Starting values close to those roots get sucked into those roots pretty quickly. However, points in between the two roots bounce back and forth rather chaotically before finally getting trapped by one of the roots. The end result is an extremely intricate picture. It is actually a fractal in that one could continuously zoom in on that figure and see more and more intricate detail that retains the same chaining structure as in the zoomed-out figure.

**Newton’s method and the Babylonian method for roots**

We can use Newton’s method to derive a method for estimating square roots. The trick is to find an appropriate function to apply Newton’s method to. The simplest possibility is $f(x) = x^2 - 2$. Its roots are $\pm \sqrt{2}$. We have $f'(x) = 2x$ and so the Newton’s method formula is

$$x - \frac{f(x)}{f'(x)} = x - \frac{x^2 - 2}{2x} = \frac{x^2 + 2}{2x} = \frac{x + \frac{2}{x}}{2}.$$

And we see this is actually the Babylonian method formula.
2.4 Rates of convergence

The numerical methods we have examined thus far try to approximate a root \( r \) of a function \( f \) by computing approximations \( x_1, x_2, \ldots, x_n \), which are hopefully getting closer and closer to \( r \). We can measure the error at step \( i \) with \( |x_i - r| \), which is how far apart the approximation is from the root.

Suppose we are using FPI to estimate a solution of \( x^3 + x - 1 = 0 \). One way to rewrite the problem as a fixed-point problem is to write \( x(x^2 + 1) - 1 = 0 \) and solve for \( x \) to get \( x = 1/(x^2 + 1) \). Let’s start with \( x_0 = 1 \) and iterate. Below are the iterates \( x_1 \) through \( x_{12} \) along with their corresponding errors:

<table>
<thead>
<tr>
<th>( x_i )</th>
<th>( e_i )</th>
<th>( e_{i+1}/e_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.54030</td>
<td>0.1988</td>
<td>0.762</td>
</tr>
<tr>
<td>0.85755</td>
<td>0.1185</td>
<td>0.596</td>
</tr>
<tr>
<td>0.65429</td>
<td>0.0848</td>
<td>0.716</td>
</tr>
<tr>
<td>0.79348</td>
<td>0.0544</td>
<td>0.641</td>
</tr>
<tr>
<td>0.70137</td>
<td>0.0377</td>
<td>0.693</td>
</tr>
<tr>
<td>0.76396</td>
<td>0.0249</td>
<td>0.660</td>
</tr>
<tr>
<td>0.72210</td>
<td>0.0170</td>
<td>0.683</td>
</tr>
<tr>
<td>0.75042</td>
<td>0.0113</td>
<td>0.667</td>
</tr>
<tr>
<td>0.73140</td>
<td>0.0077</td>
<td>0.678</td>
</tr>
<tr>
<td>0.74424</td>
<td>0.0052</td>
<td>0.671</td>
</tr>
<tr>
<td>0.73560</td>
<td>0.0035</td>
<td>0.676</td>
</tr>
<tr>
<td>0.74143</td>
<td>0.0023</td>
<td>0.672</td>
</tr>
</tbody>
</table>

The third column is the ratio of successive errors. If we look carefully at the errors, it looks like each error is roughly \( 2/3 \) of the previous error, and the ratio \( e_{i+1}/e_i \) bears that out. In fact, after enough iterations it ends up being true that \( e_{i+1} \approx .674e_i \). When the errors go down by a nearly constant factor at each step like this, we have what is called **linear convergence**.

For some methods, like Newton’s method, the error can go down at a faster than constant rate. For instance, if we apply Newton’s method to the same problem as above, starting with \( x_0 = 1 \), we get the following sequence of errors:

\[
\begin{align*}
  e_1 &= 0.067672196171981 \\
  e_2 &= 0.003718707799888 \\
  e_3 &= 0.00011778769295 \\
  e_4 &= 0.000000000118493
\end{align*}
\]

The errors are going down at a faster than linear rate. It turns out that they are going down roughly according to the rule \( e_{i+1} \approx .854e_i^2 \). This is an example of **quadratic convergence**.

Formally, if \( \lim_{i \to \infty} \frac{e_{i+1}}{e_i} = s \) and \( 0 < s < 1 \), the method is said to converge linearly.\(^1\) If \( \lim_{i \to \infty} \frac{e_{i+1}}{e_i} = s \) and \( 0 < s < 1 \), the method is said to converge quadratically. Cubic, quartic, etc. convergence are defined similarly. The exponent in the denominator is the key quantity of interest. It is called the **order of convergence**. (The order of linear convergence is 1, the order of quadratic convergence is 2, etc.)

An order of convergence greater than 1 is referred to as **superlinear**.

The difference between linear and quadratic convergence

Let’s examine the difference between linear and quadratic convergence: Suppose we have linear convergence of the form \( e_{i+1} \approx .1e_i \). So each error is about 10% of the previous, so that if, for example, \( e_1 = .1 \), then we have

\[
\begin{align*}
  e_2 &= .01 \\
  e_3 &= .001 \\
  e_4 &= .0001 \\
  e_5 &= .00001
\end{align*}
\]

\(^1\)If \( s = 0 \), the convergence will be faster than linear.
2.4. RATES OF CONVERGENCE

We add about one new decimal place of accuracy with each iteration. If we had a larger constant, say \( e^{i+1} = .5e^i \), then the errors would go down more slowly, but we would still add about one new decimal place of accuracy every couple of iterations.

On the other hand, suppose we have quadratic convergence of the form \( e_{i+1} \approx .5e_i \). If we start with \( e_1 = .1 \), then we have

\[
e_2 = .01 \\
e_3 = .0001 \\
e_4 = .00000001 \\
e_5 = .0000000000000001
\]

So we actually double the number of correct decimal places of accuracy at each step. So there is a big difference between linear and quadratic convergence. For the linear convergence described above, it would take 1000 iterations to get 1000 decimal places of accuracy, whereas for the quadratic convergence described above, it would take about 10 iterations (since \( 2^{10} = 1024 \)).

Similarly, cubic convergence roughly triples the number of correct decimal places at each step, quartic quadruples it, etc.

Rates of convergence of bisection, FPI and Newton’s method

Suppose we are solving \( f(x) = 0 \) and that \( f' \) and \( f'' \) exist and are continuous. Then the following hold:

1. The bisection method converges linearly. In particular, we have the error relation \( e_{i+1} \approx .5e_i \). That is, the error is cut in half with each iteration of the bisection method.

2. If we rewrite \( f(x) = 0 \) as a fixed point problem \( g(x) = x \), and \( r \) is a fixed point of \( g \) (and hence a root of \( f \)) then FPI will converge at least linearly to \( r \) for initial guesses close to \( r \). In particular, for large enough values of \( i \), we have \( e_{i+1} \approx |g'(r)|e_i \). If \( |g'(r)| = 0 \), the convergence turns out to be quadratic or better.

3. If \( f'(r) \neq 0 \) then Newton’s method converges quadratically for initial guesses close to \( r \).\(^1\) If \( f'(r) = 0 \), then Newton’s method converges linearly for initial guesses close to \( r \).\(^2\)

In the above, “close to \( r \)” formally means that there is some interval around \( r \) for which if the initial guess falls in that interval, then the iterates will converge to \( r \). The formal term for this is local convergence. The size of that interval varies with the function.

In summary, if a few assumptions are met, then we know that FPI converges linearly with rate \( g'(r) \), bisection converges linearly with rate \( .5 \), and Newton’s method converges quadratically (at simple roots). And those assumptions can’t entirely be ignored. For instance, \( f(x) = \sqrt{x} \) has a root at \( x = 0 \), but \( f''(0) \) does not exist. Newton’s method turns out to converge very slowly to the root at 0, not quadratically.

Generalizations of Newton’s method

There are generalizations of Newton’s method that converge even more quickly. For instance, there is Halley’s method, which involves iterating

\[
\frac{2f(x)f''(x)}{2f'(x)^2 - f(x)f'''(x)}.
\]

Halley’s method converges cubically. Halley’s method and Newton’s method are special cases of a more general class of algorithms called Householder’s methods, which have convergence of all orders. However, even though

\(^1\)In particular, the \( e_{i+1} \approx Ce_i^2 \), where \( C = \left| \frac{f''(r)}{2f'(r)} \right| \). This result requires that \( f'' \) exist and be continuous.

\(^2\)In this case, we can still get quadratic convergence by changing the iteration formula to \( x - m f(x)/f'(x) \), where \( m \) is the smallest integer for which \( f^{(m)}(r) \neq 0 \) (i.e., \( m \) is the multiplicity of the root).
those methods converge very quickly, that fast convergence comes at the cost of a more complex formula, requiring more operations to evaluate. The amount of time to compute each iterate may outweigh the gains from needing less iterations.

### 2.5 The Secant method

One weakness of Newton’s method is that it requires derivatives. This is usually not a problem, but for certain functions, getting and using the derivative might be inconvenient, difficult, or computationally expensive. The secant method uses the same ideas from Newton’s method, but it approximates the derivative (slope of the tangent line) with the slope of a secant line.

Remember that the derivative of a function \( f \) at a point \( x \) is the slope of the tangent line at that point. The definition of the derivative. \( f'(x) = \lim_{h \to 0} \frac{f(x+h) - f(x)}{x+h} \), approximates the slope of that tangent line by the slopes of secant lines between \( x \) and a nearby point \( x + h \). As \( h \) gets smaller, \( x + h \) gets closer to \( x \) and the secant lines start to look more like tangent lines. In the figure below a secant line is shown in red and the tangent line in green.

The formula we iterate for Newton’s method is

\[
x = \frac{f(x)}{f'(x)}.
\]

It is helpful to explicitly describe the iteration as follows:

\[
x_{n+1} = x_n - \frac{f(x_n)}{f'(x_n)}.
\]

That is, the next iterate comes from applying the Newton’s method formula to the previous iterate. For the secant method, we replace the derivative with slope of the secant line created from the previous two iterates and get:

\[
x_{n+1} = x_n - \frac{f(x_n)}{\frac{f(x_n) - f(x_{n-1})}{x_n - x_{n-1}}}.
\]

We can then apply a little algebra to simplify the formula into the following:

\[
x_{n+1} = x_n - \frac{f(x_n)(x_n - x_{n-1})}{f(x_n) - f(x_{n-1})}.
\]

Note that this method actually requires us to keep track of two previous iterates.

As an example, let’s use the secant method to estimate a root of \( f(x) = 1 - 2x - x^5 \). Since the formula needs two previous iterations, we will need two starting values. For simplicity, we’ll pick \( x_0 = 2 \) and \( x_1 = 1 \). We have \( f(x_0) = -35 \) and \( f(x_1) = -2 \). We then get

\[
x_2 = x_1 - \frac{f(x_1)(x_1 - x_0)}{f(x_1) - f(x_0)} = 1 - \frac{-2(1 - 2)}{-2 - (-33)} = .939393 \ldots
\]

We then compute \( x_3 \) in the same way, using \( x_1 \) and \( x_2 \) in place of \( x_0 \) and \( x_1 \). Then we compute \( x_4, x_5 \), etc. Here are the first few iterates:
We can see that this converges quickly, but not as quickly as Newton’s method. By approximating the derivative, we lose some efficiency. Whereas the order of convergence of Newton’s method is usually 2, the order of convergence of the secant method is usually the golden ratio, $\phi = 1.618 \ldots$.\footnote{Note we are only guaranteed converge if we are sufficiently close to the root. We also need the function to be relatively smooth — specifically, $f''$ must exist and be continuous. Also, the root must be a simple root (i.e. of multiplicity 1). The function is pretty flat near a multiple root, which makes it slow for tangent and secant lines to approach the root.}

### An implementation in Python

Here is a simple implementation of the secant method in Python:

```python
def secant(f, a, b, toler=1e-10):
    while f(b) != 0 and abs(b-a) > toler:
        a, b = b, b - f(b)*(b-a)/(f(b)-f(a))
    return b
```

Here is how we might call this to estimate a solution to $x^5 - x + 1 = 0$ correct to within $10^{-10}$:

```python
secant(lambda x:1-2*x-x**5, 2, 1)
```

In the function, $a$ and $b$ are used for $x_{n-1}$ and $x_n$ in the formula. The loop runs until either $f(b)$ is 0 or the difference between two successive iterations is less than some (small) tolerance. The default tolerance is $10^{-10}$, but the caller can specify a different tolerance. The $|a, b|$ line sets $|a|$ to the old value of $|b|$ and $|b|$ to the value from the secant method formula.

Our implementation is simple, but it is not very efficient or robust. For one thing, we recompute $f(b)$ (which is $f(x_n)$) at each step, even though we already computed it when we did $f(a)$ (which is $f(x_{n-1})$) at the previous step. A smarter approach would be to save the value. Also, it is quite possible for us to get caught in an infinite loop, especially if our starting values are poorly chosen. See *Numerical Recipes* for a faster and safer implementation.

### An alternative formula

A close relative of Newton’s method and the secant method is to iterate the formula below:

$$x \leftarrow x - \frac{f(x)}{f(x+h)-f(x-h)}$$

where $h$ is a small, but not too small, number ($10^{-5}$ is a reasonably good choice). The denominator is a numerical approximation to the derivative. However, the secant method is usually preferred to this technique. The numerical derivative suffers from some floating-point problems (see Section 4.1), and this method doesn’t converge all that much faster than the secant method.

### 2.6 Muller’s method, inverse quadratic interpolation, and Brent’s Method

*Muller’s method* is a generalization of the secant method. Recall that Newton’s method involves following the tangent line down to the $x$-axis. That point where the line crosses the axis will often be closer to the root than the
previous point. The secant method is similar except that it follows a secant line down to the axis. What Muller’s method does is it follows a parabola down to the axis. Whereas a secant line approximates the function via two points, a parabola uses three points, which can give a closer approximation.

Here is the formula for Muller’s (where \( f_i \) denotes \( f(x_i) \) for any integer \( i \)):

\[
D = (x_{n-2} - x_n)(x_{n-1} - x_n)(x_{n-2} - x_{n-1})
\]

\[
a = \frac{(x_{n-1} - x_n)(f_{n+2} - f_n) - (x_n - x_{n-2})(f_{n-1} - f_n)}{D}
\]

\[
b = \frac{(x_{n-2} - x_n)^2(f_{n+1} - f_n) - (x_{n-1} - x_n)^2(f_{n-2} - f_n)}{D}
\]

\[
c = f_n
\]

\[
x_{n+1} = x_n - \frac{2c}{b + \text{sgn}(b)\sqrt{b^2 - 4ac}}.
\]

This comes from finding the equation of the parabola through the three points and solving it using the quadratic formula. The form of the quadratic formula used here is one that suffers less from floating-point problems caused by subtracting nearly equal numbers.

Inverse quadratic interpolation is a relative of Muller’s method. Like Muller’s, it uses a parabola, but it approximates \( f^{-1} \) instead of \( f \). This is essentially the same as approximating \( f \) by the inverse of a quadratic function. After some work (which we omit), we get the following iteration:

\[
a = \frac{f_{n-1}}{f_n}, \quad b = \frac{f_{n-1}}{f_{n-2}}, \quad c = \frac{f_{n-2}}{f_n}
\]

\[
x_{n+1} = x_{n-1} + \frac{b(c - a)(x_n - x_{n-1}) - (1 - a)(x_{n-1} - x_{n-2})}{(a - 1)(b - 1)(c - 1)}
\]

Both Muller’s method and inverse quadratic interpolation have an order of convergence of about 1.839.\(^1\)

**Brent’s method**

Recall that we have \( a \) and \( b \) with \( f(a) \) and \( f(b) \) of opposite signs, like in the bisection method, we say a root is bracketed by \( a \) and \( b \). That is, the root is contained inside that interval.

Brent’s method is one of the most widely used root-finding methods. You start by giving it a bracketing interval. It then uses a combination of the bisection method and inverse quadratic interpolation to find a root in that interval. In simple terms, Brent’s method uses inverse quadratic interpolation unless it senses something is going awry (like an iterate leaving the bracketing interval, for example), then it switches to the safe bisection method for a bit before trying inverse quadratic interpolation again. In practice, it’s a little more complicated than this. There are a number of special cases built into the algorithm. It has been carefully designed to ensure quick, guaranteed convergence in a variety of situations. It converges at least as fast as the bisection method and most of the time is better, converging superlinearly.

---

\(^1\)Like with the secant method, this result holds for starting values near a simple root, and the function must be relatively smooth. Note also that the order of the secant method, 1.618..., is the golden ratio, related to the Fibonacci numbers. The order of Muller’s and IQI, 1.839..., is the tribonacci constant, related to the tribonacci numbers, defined by the recurrence \( x_{n+1} = x_n + x_{n-1} + x_{n-2} \). That number is the solution to \( x^3 = x^2 + x + 1 \), whereas the golden ratio is the solution to \( x^2 = x + 1 \).
There are enough special cases to consider that the description of the algorithm becomes a bit messy. So we won’t present it here, but a web search for Brent’s method will turn up a variety of resources.

**Ridder’s method**

Ridder’s method is a variation on bisection/false position that is easy to implement and works fairly well. *Numerical Recipes* recommends it as an alternative to Brent’s method in many situations.

The method starts out with $a$ and $b$, like in the bisection method, where one of $f(a)$ and $f(b)$ is positive and the other is negative. We then compute the midpoint $m = (a + b)/2$ and the expression

$$
\varepsilon = m \pm \frac{(m - a)f(m)}{\sqrt{f(m)^2 - f(a)f(b)}}.
$$

The sign of the ± is positive if $f(a) > f(b)$ and negative otherwise. We then adjust $a$ or $b$ just like in the bisection method, setting $a = \varepsilon$ if $f(a)$ and $f(\varepsilon)$ have the same sign and $b = \varepsilon$ otherwise. Repeat the process as many times as needed.

This equation gives us an improvement over the bisection method, which uses $m$ as its estimate, leading to quadratic convergence. It is, however, slower than Newton’s method, as it requires two new function evaluations at each step as opposed to only one for Newton’s method. But it is more reliable than Newton’s method.

### 2.7 Some more details on root-finding

**Speeding up convergence**

There is an algorithm called Aitken’s $\Delta^2$ method that can take a slowly converging sequence of iterates and speed things up. Given a sequence \{${x_n}$\} create a new sequence \{${y_n}$\} defined as below:

$$
y_n = x_n - \frac{(x_{n+1} - x_n)^2}{x_n - 2x_{n+1} + x_{n+2}}.
$$

This is essentially an algebraic transformation of the original sequence. It comes from fact that once we are close to a root, the ratio of successive errors doesn’t change much. That is,

$$
\frac{x_{n+2} - r}{x_{n+1} - r} \approx \frac{x_{n+1} - r}{x_n - r}.
$$

Treating this as an equation and solving for $r$ gives the formula above (after a fair bit of algebra). Here is a Python function that displays an FPI sequence and the sped up version side by side.

```python
def fpid2(g, s, n):
x, x1, x2 = s, g(s), g(g(s))
for i in range(n):
x, x1, x2 = x1, x2, g(x2)
print(x, (x2*x-x1*x1)/(x2-2*x1+x))
```

Here is are the first few iterations we get from iterating $\cos x$.

<table>
<thead>
<tr>
<th>FPI</th>
<th>sped up FPI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.87758</td>
<td>0.73609</td>
</tr>
<tr>
<td>0.63901</td>
<td>0.73765</td>
</tr>
<tr>
<td>0.80269</td>
<td>0.73847</td>
</tr>
<tr>
<td>0.69478</td>
<td>0.73880</td>
</tr>
<tr>
<td>0.76820</td>
<td>0.73896</td>
</tr>
<tr>
<td>0.71917</td>
<td>0.73903</td>
</tr>
<tr>
<td>0.75236</td>
<td>0.73906</td>
</tr>
<tr>
<td>0.73008</td>
<td>0.73907</td>
</tr>
<tr>
<td>0.74512</td>
<td>0.73908</td>
</tr>
<tr>
<td>0.73501</td>
<td>0.73908</td>
</tr>
</tbody>
</table>
The fixed point of \( \cos x \) is .73908 to five decimal places and we can see that after 10 iterations, the sped-up version is correct to that point. On the other hand, it takes the regular FPI about 20 more iterations to get to that point (at which point the sped-up version is already correct to 12 places).

Finding roots of polynomials

The root-finding methods considered in previous sections can be used to find roots of all sorts of functions. But probably the most important and useful functions are polynomials. There are a few methods that are designed specifically for finding roots of polynomials. Because they are specifically tailored to one type of function, namely polynomials, they can be faster than a method that has to work for any type of function. An important method is Laguerre’s method. Here is how it works to find a root of a polynomial \( p \):

Pick a starting value \( x_0 \). Compute \( G = \frac{p'(x_0)}{p(x_0)} \) and \( H = G^2 - \frac{p''(x_0)}{p(x_0)} \). Then compute

\[
x_1 = x_0 - \frac{4}{G \pm \sqrt{3(4H - G^2)}}.
\]

In the denominator, choose whichever sign makes the denominator larger. Keep iterating to find \( x_2, x_3, \) etc. The method converges cubically, so we usually won’t need many iterations.

Laguerre’s method actually comes from writing the polynomial in factored form \( p(x) = c(x-r_1)(x-r_2)\cdots(x-r_n) \). If we take the logarithm of both sides and use the multiplicative property of logarithms, we get

\[
\ln |p(x)| = \ln |c| + \ln |x - r_1| + \ln |x - r_2| + \cdots + \ln |x - r_n|.
\]

Then take the derivative of both sides of this expression twice to get

\[
G(x) = \frac{p'(x)}{p(x)} = \frac{1}{x - r_1} + \frac{1}{x - r_2} + \cdots + \frac{1}{x - r_n},
\]

\[
H(x) = \left( \frac{p'(x)}{p(x)} \right)^2 - \frac{p''(x)}{p(x)} = \frac{1}{(x - r_1)^2} + \frac{1}{(x - r_2)^2} + \cdots + \frac{1}{(x - r_n)^2}.
\]

Now, for a given value of \( x \), \( |x - r_i| \) represents the distance between \( x \) and \( r_i \). Suppose we are trying to estimate \( r_1 \). Once we get close to \( r_1 \), it might be true that all the other roots will seem far away by comparison, and so in some sense, they are all the same distance away, at least in comparison to the distance from \( r_1 \). Laguerre’s method suggests that we pretend this is true and assume \( |x - r_2| = |x - r_3| = \cdots = |x - r_n| \). If we do this, the expressions for \( G \) and \( H \) above simplify considerably, and we get an equation that we can solve for \( r_1 \). This leads to the process described earlier. See A Friendly Introduction to Numerical Analysis by Bradie for a more complete derivation.¹

Laguerre’s method works surprisingly well, usually converging to a root and doing so cubically.

One useful fact is that we can use a simple algorithm to compute \( p(x_0) \), \( p'(x_0) \), and \( p''(x_0) \) all at once. The idea is that if we use long or synthetic division to compute \( p(x)/(x - x_0) \), we are essentially rewriting \( p(x) \) as \( (x - x_0)q(x) + r \) for some polynomial \( q \) and integer \( r \) (the quotient and remainder). Plugging in \( x = x_0 \) gives \( p(x_0) = r \). Taking a derivative of this and plugging in \( x_0 \) also gives \( p'(x_0) = q(x_0) \). So division actually gives both the function value and derivative at once. We can then apply this process to \( q(x) \) to get \( p''(x_0) \). Here is a Python function that does this. The polynomial is given as a list of its coefficients (with the constant term first and the coefficient of the highest term last).

```python
def eval_poly(P, x):
    p, q, r = P[-1], 0, 0
    for c in P[-2::-1]:
        r = r*x + q
        q = q*x + p
        p = p*x + c
    return p, q, 2*r
```

¹Most of the discussion about Laguerre’s method here is based off of Bradie’s on pages 128-131.
There are many other methods for finding roots of polynomials. One important one is the Jenkins-Traub method, which is used in a number of software packages. It is quite a bit more complicated than Laguerre’s method, so we won’t describe it here. But it is fast and reliable.

There is also a linear-algebraic approach that involves constructing a matrix, called the companion matrix, from the polynomial, and using a numerical method to find its eigenvalues (which coincide with the roots of the polynomial). This is essentially the inverse of what you learn in an introductory linear algebra class, where you solve polynomials to find eigenvalues. Here we are going in the reverse direction and taking advantage of some fast eigenvalue algorithms.

Another approach is to use a root isolation method to find small disjoint intervals, each containing one of the roots and then apply a method, such as Newton’s, to zero in on it. One popular, recent algorithm uses a result called Vincent’s theorem to isolate the roots. Finally, there is the Lindsey-Fox method, uses the Fast Fourier Transform to compute the roots.

Finding all the roots of an equation

Most of the methods we have talked about find just one root. If we want to find all the roots of an equation, one option is to find one (approximate) root \( r \), divide the original equation by \( x - r \) and then apply the method above to find another. This process is called deflation.

Finding complex roots

Some of the methods above, like the bisection method, will only find real roots. Others, like Newton’s method or the secant method can find complex roots if the starting values are complex. For instance, starting Newton’s method with \( x_0 = .5 + .5i \) will lead us to the root \( x = -0.5 + \sqrt{3}/2 i \) for \( f(x) = x^3 - 1 \). Muller’s method can find complex roots, even if the starting value is real, owing to the square root in its formula. Another method, called Bairstow’s method can find complex roots using only real arithmetic.

Systems of nonlinear equations

Some of the methods, like Newton’s method and the secant method, can be generalized to numerically solve systems of nonlinear equations.

2.8 Measuring the accuracy of root-finding methods

There are a couple of ways to measure how accurate an approximation is. One way, assuming we know what the actual root is, would be to compute the difference between the root \( r \) and the approximation \( x_n \), namely, \( |x_n - r| \). This is called the forward error. In practice, we don’t usually have the exact root (since that is what we are trying to find). For some methods, we can derive estimates of the error. For example, for the bisection method we have \( |x_n - r| < |b_0 - a_0|/2^n \).

If the difference between successive iterates, \( |x_n - x_{n-1}| \) is less than some tolerance \( \epsilon \), then we can be pretty sure (but unfortunately not certain) that the iterates are within \( \epsilon \) of the actual root. This is often used to determine when to stop the iteration. For example, here is how we might code this stopping condition in Python:

```python
while abs(x - oldx) > .0000001:
```

Sometimes it is better to compute the relative error: \( \left| \frac{x_n - x_{n-1}}{x_{n-1}} \right| \).

Another way to measure accuracy is the backward error. For a given iterate \( x_n \), the backward error is \( |f(x_n)| \). For example, suppose we are looking for a root of \( f(x) = x^2 - 2 \) and we have an approximation \( x_n = 1.414 \). The backward error here is \( |f(1.414)| = 0.000604 \). We know that at the exact root \( r \), \( f(r) = 0 \), and the backward error is measuring how far away we are from that.
The forward error is essentially the error in the \( x \)-direction, while the backward error is the error in the \( y \)-direction.\(^1\) See the figure below:

We can also use backward error as a stopping condition.

If a function is almost vertical near a root, the forward error will not be a good measure as we could be quite near a root, but \( f(x_n) \) will still be far from 0. On the other hand, if a function is almost horizontal near a root, the backward error will not be a good measure as \( f(x_n) \) will be close to 0 even for values far from the root. See the figure below.

2.9 What can go wrong with root-finding

These methods generally don’t do well with multiple roots

There are two types of roots: simple roots and multiple roots. For a polynomial, we can tell whether a root is simple or multiple by looking at its factored form. Those roots that are raised to the power of 1 are simple and the others are multiple. For instance, in \((x - 3)^4(x - 5)^2(x - 6)\), 6 is a simple root, while 3 and 5 are multiple roots. The definition of simple and multiple roots that works for functions in general involves the derivative: namely, a root \( r \) is simple if \( f'(r) \neq 0 \) and multiple otherwise. The multiplicity of the root is the smallest \( m \) such that \( f^{(m)}(r) \neq 0 \). Graphically, the higher the multiplicity of a root, the flatter the graph is around that root. Shown below are the graphs of \((x - 2)(x - 3)\), \((x - 2)(x - 3)^2\), and \((x - 2)(x - 3)^3\).

\(^1\)Some authors use a different terminology, using the terms forward and backward in the opposite way that we do here.
When the graph is flat near a root, it means that it will be hard to distinguish the function values of nearby points from 0, making it hard for a numerical method to get close to the root. For example, consider \( f(x) = (x - 1)^5 \). In practice, we might encounter this polynomial in its expanded form, \( x^5 - 5x^4 + 10x^3 - 10x^2 + 5x - 1 \). Suppose we try Newton’s method on this with a starting value of 1.01. After about 20 iterations, the iterates stabilize around 1.0011417013971329. We are only correct to two decimal places. If we use a computer (using double-precision floating-point) to evaluate the function at this point, we get \( f(1.0011417013971329) \approx 0 \) (the actual value should be about \( 1.94 \times 10^{-15} \), but floating-point issues have made it indistinguishable from 0). For \( x \)-values in this range and closer, the value of \( f(x) \) is less than machine epsilon away from 0. For instance, \( f(1.000001) \approx 10^{-30} \), so there is no chance of distinguishing that from 0 in double-precision floating point.

The lesson is that the root-finding methods we have considered can have serious problems at multiple roots. More sophisticated approaches or more precision can overcome these problems.

**Sensitivity to small changes**

The Wilkinson polynomial is the polynomial \( W(x) = (x - 1)(x - 2)(x - 3) \cdots (x - 20) \). In this factored form, we can see that it has simple roots at the integers 1 through 20. Here are a few terms of its expanded form:

\[
x^{20} - 210x^{19} + 20615x^{18} - 1256850x^{17} + \cdots - 8752948036761600000x + 2432902008176640000
\]

James Wilkinson (who investigated it), examined what happened if the second coefficient was changed from -210 to -210.0000001192, which was a change on the order of machine epsilon on the machine he was working on. He discovered that even this small change moved the roots quite a bit, with the root at 20 moving to roughly 20.85 and the roots at 16 and 17 actually moving to roughly 16.73 ± 2.81i.

Such a problem is sometimes called *ill-conditioned*. An ill-conditioned problem is one in which a small change to the problem can create a big change in the result. On the other hand, a well-conditioned problem is one where small changes have small effects.

The methods we have talked about will not work well if the problem is ill-conditioned. The problem will have to be approached from a different angle or else higher precision will be needed.

### 2.10 Root-finding summary

At this point, it’s good to remind ourselves of why this stuff is important. The reason is that a ton of real-life problems require solutions to equations that are too hard to solve analytically. Numerical methods allow us to approximate solutions to such equations, often to whatever amount of accuracy is needed for the problem at hand.

It’s also worth going back over the methods. The bisection method is essentially a binary search for the root that is probably the first method someone would come up with on their own, and the surprising thing is that it is one of the most reliable methods, albeit a slow one. It is a basis for faster approaches like Brent’s method and Ridder’s method.

Fixed point iteration is not the most practical method to use to find roots since it requires some work to rewrite the problem as a fixed point problem, but an understanding of FPI is useful for further studies of things like dynamical systems.
Newton’s method is one of the most important root-finding methods. It works by following the tangent line down to the axis, then back up to the function and back down the tangent line, etc. It is fast, converging quadratically for a simple root. However, there is a good chance that Newton’s method will fail if the starting point is not sufficiently close to the root. Often a reliable method is used to get relatively close to a root, and then a few iterations of Newton’s method are used to quickly add some more precision.

Related to Newton’s method is the secant method, which, instead of following tangent lines, follows secant lines built from the points of the previous two iterations. It is a little slower than Newton’s method (order 1.618 vs. 2), but it does not require any derivatives. Building off of the secant method are Muller’s method, which uses a parabola in place of a secant line, and inverse quadratic interpolation, which uses an inverse quadratic function in place of a secant line. These methods have order around 1.839. Brent’s method, which is used in some software packages, uses a combination of IQI and bisection as a compromise between speed and reliability. Ridder’s method is another reliable and fast algorithm that has the benefit of being much simpler than Brent’s method. If we restrict ourselves to polynomials, there are a number of other, more efficient, approaches we can take.

We have just presented the most fundamental numerical root-finding methods here. They are prerequisite for understanding the more sophisticated methods, of which there are many, as root-finding is an active and important field of research. Hopefully, you will find the ideas behind the methods helpful in other, completely different contexts.

Many existing software packages (such as Mathematica, Matlab, Maple, Sage, etc.) have root-finding methods. The material covered here should hopefully give you an idea of what sorts of things these software packages might be using as well as their limitations.
Chapter 3

Interpolation

Very roughly speaking, interpolation is what you use when you have a few data points and want to use them to estimate the values between those data points. For example, suppose one day the temperature at 6 am is 60° and at noon it is 78°. What was the temperature at 10 am? We can’t know for sure, but we can make a guess. If we assume the temperature rose at a constant rate, then 18° in 6 hours corresponds to a 3° rise per hour, which would give us a 10 am estimate of $60° + 4 \cdot 3° = 72°$. What we just did here is called linear interpolation: if we have a function whose value we know at two points and we assume it grows at a constant rate, we can use that to make guesses for function values between the two points.

However, a linear model is often just a rough approximation to real life. Suppose in the temperature example that we had another data point, namely that it was 66° at 7 am. How do we best make use of this new data point? The geometric fact that is useful here is that while two points determine a unique line, three points determine a unique parabola. So we will try to find the parabola that goes through the three data points.

One way to do this is to assume the equation is of the form $ax^2 + bx + c$ and find the coefficients $a$, $b$, and $c$. Take 6 am as $x = 0$, 7 am as $x = 1$, and noon as $x = 6$, and plug these values in to get the following system of equations:

\[
\begin{align*}
    c &= 60 \\
    a + b + c &= 66 \\
    36a + 6b + c &= 78
\end{align*}
\]

We can solve this system using basic algebra or linear algebra to get $a = -3/5$, $b = 33/5$, and $c = 60$. So the formula we get is $-\frac{3}{5}x^2 + \frac{33}{5}x + 60$, and plugging in $x = 4$, we get that at 10 am the temperature is predicted to be 76.8°. The linear and quadratic models are shown below.
Notice that beyond noon, the models lose accuracy. The quadratic model predicts temperature will start dropping at noon, while linear model predicts the temperature will never stop growing. The “inter” in interpolation means “between” and these models may not be accurate outside of the data range.

### 3.1 The Lagrange form

The geometric facts we implicitly used in the example above are that two points determine a unique line (linear or degree 1 equation) and three points determine a unique parabola (quadratic or degree 2 equation). This fact extends to more points. For instance, four points determine a unique cubic (degree 3) equation, and in general, \( n \) points determine a unique degree \( n-1 \) polynomial.

So, given \( n \) points, \((x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\), we want to find a formula for the unique polynomial of degree \( n-1 \) that passes directly through all of the points. One approach is a system of equations approach like the one we used above. This is fine if \( n \) is small, but for large values of \( n \), the coefficients get very large leading to an ill-conditioned problem.\(^1\)

A different approach is the Lagrange formula for the interpolating polynomial. It is given by

\[
L(x) = y_1L_1(x) + y_2L_2(x) + \cdots + y_nL_n(x),
\]

where for each \( k = 1, 2, \ldots, n \), we have

\[
L_k(x) = \frac{(x-x_1)(x-x_2)\ldots(x-x_k)\ldots(x-x_n)}{(x_k-x_1)(x_k-x_2)\ldots(x_k-x_k)\ldots(x_k-x_n)}.
\]

A hat over a term means that that term is not to be included.

As an example, let’s use this formula on the temperature data, \((0, 60), (1, 66), (6, 78)\), from the previous section. To start, \( L_1(x), L_2(x), \) and \( L_3(x) \) are given by

\[
L_1(x) = \frac{(x-x_2)(x-x_3)}{(x_1-x_2)(x_1-x_3)}, \quad L_2(x) = \frac{(x-x_1)(x-x_3)}{(x_2-x_1)(x_2-x_3)}, \quad L_3(x) = \frac{(x-x_1)(x-x_2)}{(x_3-x_1)(x_3-x_2)}.
\]

We then plug in the data to get

\[
L_1(x) = \frac{(x-1)(x-6)}{(0-1)(0-6)}, \quad L_2(x) = \frac{(x-0)(x-6)}{(1-0)(1-6)}, \quad L_3(x) = \frac{(x-0)(x-1)}{(6-0)(6-1)}.
\]

Plug these into

\[
L(x) = y_1L_1(x) + y_2L_2(x) + y_3L_3(x),
\]

and simplify to get

\[
L(x) = 10(x-1)(x-6) - \frac{66}{5}x(x-6) + \frac{13}{5}x(x-1).
\]

We could further simplify this, but sometimes a factored form is preferable.\(^2\) Lagrange’s formula is useful in situations where we need an actual formula for some reason, often in theoretical circumstances. For practical computations, there is a process, called Newton’s divided differences, that is less cumbersome to use.\(^3\)

### 3.2 Newton’s divided differences

Newton’s divided differences is a method for finding the interpolating polynomial for collection of data points. It’s probably easiest to start with some examples. Suppose we have data points \((0, 2), (2, 2), \) and \((3, 4)\). We create the following table:

---

1. There are numerical methods for finding solutions of systems of linear equations, and the large coefficients can cause problems similar to the ones we saw with polynomial root-finding.
2. If we were to simplify it, we would get \(-\frac{1}{2}x^2 + \frac{33}{2}x + 60\), which is what we got in the previous section using the system of equations.
3. Things like this often happen in math, where there is a simple process to find the answer to something, while an explicit formula is messy. A good example is solving cubic equations. There is a formula akin to the quadratic formula, but it is rather hideous. On the other hand, there is a process of algebraic manipulations that is much easier to use and yields the same solutions.
The first two columns are the \( x \)- and \( y \)-values. The next column’s values are essentially slopes, computed by subtracting the two adjacent \( y \)-values and dividing by the corresponding \( x \)-values. The last column is computed by subtracting the adjacent values in the previous column and dividing the result by the difference 3 – 0 from the column of \( x \)-values. In this column, we subtract \( x \)-values that are two rows apart.

We then create the polynomial like below:

\[
p(x) = 1 + \frac{1}{2}(x - 0) + \frac{1}{2}(x - 0)(x - 2) \\
= 1 + \frac{1}{2}x + \frac{1}{2}x(x - 2).
\]

The coefficients come from the top “row” of the table, the boxed entries. The \( x \) terms are progressively built up using the \( x \)-values from the first column.

Let’s try another example using the points (0, 2), (3, 5), (4, 10) and (6, 8). Here is the table:

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>4</th>
<th>10</th>
<th>6</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>10-5</td>
<td>10</td>
<td>10-5</td>
<td>10</td>
<td>10-5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>4-3</td>
<td>4-3</td>
<td>4-3</td>
<td>4-3</td>
<td>4-3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
</tr>
</tbody>
</table>

Notice that in the third column, the \( x \)-values that are subtracted come from rows that are two apart in the first column. In the fourth column, the \( x \)-values come from rows that are three apart. We then create the polynomial from the \( x \)-coordinates and the boxed entries:

\[
p(x) = 2 + 1(x - 0) + 1(x - 0)(x - 3) - \frac{1}{2}(x - 0)(x - 3)(x - 4) \\
= 2 + x + x(x - 3) - \frac{1}{2}x(x - 3)(x - 4).
\]

One nice thing about this approach is that if we add a new point, we can add it to the bottom of the previous table and not have to recompute the old entries. For example, if we add another point, (5, 8), here is the resulting table:

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>4</th>
<th>10</th>
<th>6</th>
<th>8</th>
<th>7</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td>10-5</td>
<td>10</td>
<td>10-5</td>
<td>10</td>
<td>10-5</td>
<td>10</td>
<td>10-5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
<td>2-1/3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
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</table>
Here is the polynomial we get:

\[
p(x) = 2 + 1(x - 0) + 1(x - 0)(x - 3) - \frac{1}{2}(x - 0)(x - 3)(x - 4) + \frac{3}{14}(x - 0)(x - 3)(x - 4)(x - 6)
\]

\[
= 2 + x + x(x - 3) - \frac{1}{2}x(x - 3)(x - 4) + \frac{3}{14}x(x - 3)(x - 4)(x - 6).
\]

### A general definition

Here is a succinct way to describe the process: Assume the data points are \((x_0, y_0), (x_1, y_1), \ldots, (x_{n-1}, y_{n-1})\). We can denote the table entry at row \(r\), column \(c\) (to the right of the line) by \(N_{r,c}\). The entries of the first column are the \(y\)-values, i.e., \(N_{i,0} = y_i\), and the other entries are given by

\[
N_{r,c} = \frac{N_{r+1,c-1} - N_{r,c-1}}{x_{r+c} - x_r}.
\]


### A practical example

Here is world population data for several years:

<table>
<thead>
<tr>
<th>Year</th>
<th>Millions of people</th>
</tr>
</thead>
<tbody>
<tr>
<td>1960</td>
<td>3040</td>
</tr>
<tr>
<td>1970</td>
<td>3707</td>
</tr>
<tr>
<td>1990</td>
<td>5282</td>
</tr>
<tr>
<td>2000</td>
<td>6080</td>
</tr>
</tbody>
</table>

Let’s interpolate to estimate the population in 1980 and compare it to the actual value. Using Newton’s divided differences, we get the following:

\[
\begin{array}{c|cccc}
1960 & 3040 & 66.7 & .4017 & .0092 \\
1970 & 3707 & 78.75 & .0350 & - \\
1990 & 5282 & 79.8 &   &   \\
2000 & 6080 &   &   &   \\
\end{array}
\]

This gives

\[
\]

Plugging in \(x = 1980\) gives 4473 million people in 1980, which is not too far off from the actual value, 4454. Note that this function interpolates pretty well, but it should not be used for extrapolating to years not between 1960 and 2000. While it does work relatively well for years near this range (e.g., for 2010 it predicts 6810, which is not too far off from the actual value, 6849), it does not work well for years far from the range. For instance, it predicts a population of about 50 billion in 1800. The figure below shows the usable range of the function in green:
Neville’s algorithm

At www.census.gov/population/international/data/worldpop/table_history.php there is a table of the estimated world population by year going back several thousand years. Suppose we take the data from 1000 to 1900 (several dozen data points) and use it to interpolate to years that are not in the table. Using Newton’s divided differences we get the polynomial that is graphed below.¹

¹The units for x-values are 100s of years from 1000 AD. For instance x = 2.5 corresponds to 1250. We could have used the actual years as x-values but that would make the coefficients of the polynomials extremely small. Rescaling so that the units are closer to zero helps keep the coefficients reasonable.
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The thing to notice is the bad behavior between \( x = 0 \) and \( x = 3 \) (corresponding to years 1000 through 1200). In the middle of its range, the polynomial is well behaved, but around the edges there are problems. For instance, the interpolating polynomial gives a population of almost 20000 million people (20 billion) around 1025 and a negative population around 1250.

This is a common problem and is known as the Runge phenomenon. Basically, polynomials want to bounce up and down between points. We can control the oscillations in the middle of the range, but the edge can cause problems. For example, suppose we try to interpolate a function that is 0 everywhere except that \( f(0) = 1 \). If we use 20 evenly spaced points between -5 and 5, we get the following awful result:

The solution to this problem is to pick our points so that they are not evenly spaced. We will use more points near the outside of our range and fewer inside. This will help keep the edges of the range under control. Here is an example of evenly-spaced points versus our improvement:

We will see exactly how to space those points shortly. First, we need to know a little about the maximum possible error we get from interpolation.

When interpolating we are actually trying to estimate some underlying function \( f \). We usually don’t know exactly what \( f \) is. However, we may have some idea about its behavior. If so, the following expression gives an upper bound for the error between the interpolated value at \( x \) and its actual value:

\[
\left| \frac{(x-x_1)(x-x_2)\ldots(x-x_n)}{n!} \max f^{(n)} \right|.
\]

Here, \( f^{(n)} \) refers to the \( n \)th derivative of \( f \). The max is taken over the range that contains \( x \) and all the \( x_i \). Here is an example of how the formula works: suppose we know that function changes relatively slowly, namely that \( |f^{(n)}(x)| < 2 \) for all \( n \) and all \( x \). Suppose also that the points we are using have \( x \)-values at \( x = 1, 2, 4, \) and 6. The interpolation error at \( x = 1.5 \) must be less than

\[
\left| \frac{(1.5 - 1)(1.5 - 2)(1.5 - 4)(1.5 - 6)}{4!} \times 2 \right| = .234375.
\]

\[\text{In fact, evenly spaced points are usually one of the worst choices, which is unfortunate since a lot of real data is collected in that way.}\]
With a fixed number of points, the only part of the error term that we can control is the \((x-x_1)(x-x_2)\ldots(x-x_n)\) part. We want to find a way to make this as small as possible. In particular, we want to minimize the worst-case scenario. That is, we want to know what points to choose so that \((x-x_1)(x-x_2)\ldots(x-x_n)\) never gets too out of hand.

### 3.4 Chebyshev polynomials

In terms of where exactly to space the interpolation points, the solution involves something called the **Chebyshev polynomials**. They will tell us exactly where to position our points to minimize the effect of the Runge phenomenon. In particular, they are the polynomials that minimize the \((x-x_1)(x-x_2)\ldots(x-x_n)\) term in the error formula.

The \(n\)th Chebyshev polynomial is defined by

\[
T_n(x) = \cos(n \arccos(x)).
\]

This doesn’t look anything like a polynomial, but it really is one. For the first few values of \(n\), we get

\[
T_0(x) = \cos(0 \cdot \arccos x) = 1
\]

\[
T_1(x) = \cos(1 \cdot \arccos x) = x
\]

\[
T_2(x) = \cos(2 \cdot \arccos x) = 2 \cos^2(\arccos x) - 1 = 2x^2 - 1
\]

The formula for \(T_2(x)\) comes from the identity \(\cos(2\theta) = 2\cos^2 \theta - 1\). We can keep going to figure out \(T_3(x)\), \(T_4(x)\), etc., but the trig gets messy. Instead, we will make clever use of the trig identities for \(\cos(\alpha \pm \beta)\). Let \(y = \arccos x\). Then we have

\[
T_{n+1}(x) = \cos((n + 1)y) = \cos(ny + y) = \cos(ny)\cos y - \sin(ny)\sin y.
\]

Similarly, we can compute that

\[
T_{n-1}(x) = \cos((n - 1)y) = \cos(ny - y) = \cos(ny)\cos y + \sin(ny)\sin y.
\]

If we add these two equations, we get

\[
T_{n+1}(x) + T_{n-1}(x) = 2 \cos(ny)\cos y = 2T_n(x) \cdot x.
\]

In other words, we have found a recursive formula for the polynomials. Namely,

\[
T_{n+1}(x) = 2xT_n(x) - T_{n-1}(x).
\]

Using the fact that \(T_0(x) = 1\) and \(T_1(x) = x\), we can use this formula to compute the next several polynomials:

\[
T_0(x) = 1
\]

\[
T_1(x) = x
\]

\[
T_2(x) = 2x^2 - 1
\]

\[
T_3(x) = 4x^3 - 3x
\]

\[
T_4(x) = 8x^4 - 8x^2 + 1
\]

\[
T_5(x) = 16x^5 - 20x^3 + 5x
\]

\[
T_6(x) = 32x^6 - 48x^4 + 18x^2 - 1
\]

\[
T_7(x) = 64x^7 - 112x^5 + 56x^3 - 7x
\]

There are a few things we can quickly determine about the Chebyshev polynomials:

1. For \(n > 0\), the leading coefficient of \(T_n(x)\) is \(2^{n-1}\). This can easily be seen from the recursive formula.

2. Because \(T_n(x) = \cos(\arctan x)\), and cosine stays between \(-1\) and \(1\), \(T_n(x)\) will stay between \(-1\) and \(1\), at least if \(-1 \leq x \leq 1\) (which is the domain of the arccosine.)
3. The roots of the polynomials can be determined as follows: We know the roots of \( \cos x \) are \( \pm \frac{\pi}{2}, \pm \frac{3\pi}{2}, \pm \frac{5\pi}{2}, \ldots \). Therefore, to find the roots of \( T_n(x) = \cos(n \arccos x) \), we set \( n \arccos x \) equal to these values. Solving, we get that the roots are

\[
x_i = \cos \left( \frac{(2i-1)\pi}{2n} \right) \quad \text{for } i = 1, 2, \ldots, n.
\]

Note that if \( i > n \), then we would fall outside of the interval \([-1, 1]\). For example, if \( n = 8 \), the roots are \( \cos \frac{\pi}{16}, \cos \frac{3\pi}{16}, \cos \frac{5\pi}{16}, \cos \frac{7\pi}{16}, \cos \frac{9\pi}{16}, \cos \frac{11\pi}{16}, \cos \frac{13\pi}{16}, \text{ and } \cos \frac{15\pi}{16} \).

The roots of the Chebyshev polynomials tell us exactly where to best position the interpolation points in order to minimize interpolation error and the Runge effect.

Here are the points for a few values of \( n \). We see that the points become more numerous as we reach the edge of the range.

\[
\begin{align*}
\text{n=5} & \quad \bullet \bullet \bullet \bullet \\
\text{n=10} & \quad \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \\
\text{n=15} & \quad \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \\
\text{n=20} & \quad \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \bullet \\
\end{align*}
\]

In fact, the points being cosines of linearly increasing angles, means that they are equally spaced around a circle, like below:

If we have a more general interval, \([a, b]\), we have to scale and translate from \([-1, 1]\). The key is that to go from \([-1, 1]\) to \([a, b]\), we have to stretch or contract \([-1, 1]\) by a factor of \( \frac{b-a}{1} = \frac{b-a}{2} \) and translate it so that its center moves to \( \frac{b+a}{2} \). Applying these transformations to the Chebyshev points, we get the following

\[
x_i = \frac{b-a}{2} \cos \left( \frac{(2i-1)\pi}{2n} \right) + \frac{b+a}{2}, \quad \text{for } i = 1, 2, \ldots, n.
\]

**Example**

As an example, suppose we want to interpolate a function on the range \([0, 20]\) using 5 points. The formulas above tell us what points to pick in order to minimize interpolation error. In particular,

\[
x_i = \frac{20-0}{2} \cos \left( \frac{(2i-1)\pi}{2 \cdot 5} \right) + \frac{20+0}{2} \quad \text{for } i = 1, 2, 3, 4, 5
\]

\[
= 10 \cos \left( \frac{(2i-1)\pi}{10} \right) + 10 \quad \text{for } i = 1, 2, 3, 4, 5
\]

\[
= 10 \cos \frac{\pi}{10} + 10, \quad 10 \cos \frac{3\pi}{10} + 10, \quad 10 \cos \frac{5\pi}{10} + 10, \quad 10 \cos \frac{7\pi}{10} + 10, \quad 10 \cos \frac{9\pi}{10} + 10
\]

\[
\approx 19.51, \quad 15.88, \quad 10.00, \quad 4.12, \quad .49
\]

**Error formula**

Plugging the Chebyshev points into the error formula, we are guaranteed that for any \( x \in [a, b] \) the interpolation error will be less than

\[
\frac{(b-a)^n}{n!2^{n-1}} \max f^{(n)}
\]
where the max is taken over the interval \([a, b]\).

### A comparison

Below is a comparison of interpolation using 21 evenly-spaced nodes (in red) versus 21 Chebyshev nodes (in blue) to approximate the function \(f(x) = 1/(1 + x^2)\) on \([-5, 5]\). Just the interval \([0, 5]\) is shown, as the other half is similar. We see that the Runge phenomenon has been mostly eliminated by the Chebyshev nodes.

3.5 Approximating functions

One use for interpolation is to approximate functions with polynomials. This is a useful thing because a polynomial approximation is often easier to work with than the original function.

As an example, let’s approximate \(\ln x\) on the interval \([1, 2]\) using five points. The Chebyshev points are

\[ x_i = \frac{1}{2} \cos \left( \frac{(2i-1)\pi}{10} \right) + \frac{3}{2} \quad \text{for } i = 1, 2, 3, 4, 5. \]

Then using Newton’s divided differences, we get the following polynomial (with all the coefficients shown to four decimal places for brevity):

\[
0.0242 + 0.8986(x - 1.0245) - 0.3294(x - 1.0245)(x - 1.206) + 0.1336(x - 1.0245)(x - 1.206)(x - 1.5) - 0.0544(x - 1.0245)(x - 1.206)(x - 1.5)(x - 1.7939).
\]

The polynomial and \(\ln x\) are shown below.
We can see that they match up pretty well on \([1, 2]\). Using the error formula to compute the maximum error over the range, we see that the error must be less than \(4!/(5! \cdot 2^4) = 1/80\). (The \(4!\) comes from finding the maximum of the fourth derivative of \(\ln x\).) But in fact, this is an overestimate. The maximum error actually happens at \(x = 1\) and we can compute it to be roughly \(7.94 \times 10^{-5}\).

You might quibble that we actually needed to know some values of \(\ln x\) to estimate \(\ln x\). It’s just a couple of values and they can be computed by some other means. Those couple of values are then used to estimate \(\ln x\) over the entire interval. In fact, to within an error of about \(7.94 \times 10^{-5}\), we are representing the entire range of values the logarithm can take on in \([1, 2]\) by just 9 numbers (the coefficients and interpolation points).

But we can actually use this to get \(\ln x\) on its entire range, \((0, \infty)\). Suppose we want to compute \(\ln(20)\). If we keep dividing 20 by 2, eventually we will get to a value between 1 and 2. In fact, \(20/2^4\) is between 1 and 2. We then have

\[
\ln(20) = \ln\left(2^4 \cdot \frac{20}{2^4}\right) = 4 \ln(2) + \ln\left(\frac{20}{16}\right).
\]

We can use our polynomial to estimate \(\ln(20/16)\) and we can compute \(\ln 2\) by other means and get an approximate answer that turns out to be off by about \(3.3 \times 10^{-5}\).

This technique works in general. Given any \(x \in (2, \infty)\), we repeatedly divide \(x\) by 2 until we get a value between 1 and 2. Say this takes \(d\) divisions. Then our estimate for \(\ln(x)\) is \(d \ln 2 + P(x/2^d)\), where \(P\) is our interpolating polynomial. A similar method can give us \(\ln(x)\) for \(x \in (0, 1)\): namely, we repeatedly multiply \(x\) until we are between 1 and 2, and our estimate is \(P(2^d x) - d \ln 2\).

**General techniques for approximating functions**

The example above brings up the question of how exactly computers and calculators compute functions.

One simple way to approximate a function is to use its Taylor series. If a function is reasonably well-behaved, it can be written as an infinitely long polynomial. For instance, we can write

\[
\sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \ldots
\]

In other words, we can write the sine function as a polynomial, provided we use an infinitely long polynomial. We can get a reasonably good approximation of \(\sin x\) by using just the few terms from the series. Shown below are a few such approximations.

The first approximation, \(\sin x \approx x\), is used quite often in practice. It is quite accurate for small angles.

In general, the Taylor series of a function \(f(x)\) centered at \(a\) is

\[
f(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(a)}{n!} (x-a)^n = f(a) + f'(a)(x-a) + \frac{f''(a)}{2!}(x-a)^2 + \frac{f'''(a)}{3!}(x-a)^3 + \ldots
\]

For example, if we want the Taylor series of \(f(x) = \cos x\) centered at \(a = 0\), we would start by computing derivatives of \(\cos x\). The first few are \(f'(x) = -\sin x\), \(f''(x) = -\cos x\), \(f'''(x) = \sin x\), and \(f^{(4)}(x) = \cos x\). Since \(f^{(4)}(x) = f(x)\), we will have a nice repeating pattern in the numerator of the Taylor series formula. Plugging \(a = 0\) into each of these and using the Taylor series formula, we get

\[
\cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \ldots
\]
Taylor series are often very accurate near the center but inaccurate as you move farther away. This is the case for \( \cos x \), but there are things we can do to improve this. To start, let’s move the center to \( \frac{\pi}{4} \). An approximation using six terms is

\[
\frac{3}{2} \left( 1 + (x - \frac{\pi}{4}) - \frac{(x - \frac{\pi}{4})^2}{2!} - \frac{(x - \frac{\pi}{4})^3}{3!} + \frac{(x - \frac{\pi}{4})^4}{4!} + \frac{(x - \frac{\pi}{4})^5}{5!} \right).
\]

Its graph is shown below:

It is a very close approximation on the interval \([0, \pi/2]\). But this is all we need to get \( \cos x \) for any real number \( x \). Looking at figure above, we see that \( \cos x \) between \(-\pi/2\) and \( \pi \) is a mirror image of \( \cos x \) between 0 and \( \pi/2 \). In fact, there is a trig identity that says \( \cos(\pi/2 + x) = \cos(\pi/2 - x) \). So, since we know \( \cos x \) on \([0, \pi/2]\), we can use that to get \( \cos x \) on \([\pi/2, \pi]\). Similar use of trig identities can then get us \( \cos x \) for any other \( x \).

**Fourier series**

Taylor series are simple, but they often aren’t the best approximation to use. One way to think of Taylor series is we are trying to write a function using terms of the form \((x - a)^n\). Basically, we are given a function \( f(x) \) and we are trying to write

\[
f(x) = \sum_{n=0}^{\infty} c_n (x - a)^n
\]

where we want to find what the coefficients \( c_n \) are. For Taylor series, those coefficients are determined using derivatives and factorials. We can generalize this idea and try to write \( f(x) \) using different types of terms. For example, a very important type of expansion is the Fourier series expansion, where we replace the terms of the form \((x - a)^n\) with sines and cosines. Specifically, we try to write

\[
f(x) = c_0 + \sum_{n=1}^{\infty} a_n \cos(nx) + b_n \sin(nx).
\]

The goal is to determine \( c_0 \) and the \( a_n \) and \( b_n \). There are simple formulas for them involving integrals that we won’t go into here. We can then cut off the series after a few terms to get an approximation to our function. Fourier series are especially useful for approximating periodic functions. Practical applications include signal processing, where we take a complicated signal and approximate it by a few Fourier coefficients, thereby compressing a lot of information into a few coefficients.

For example, the function shown partially below is called a square wave.

Choosing the frequency and amplitude of the wave to make things work out, the Fourier series turns out to be

\[
\sin t + \frac{1}{3} \sin 3t + \frac{1}{5} \sin 5t + \frac{1}{7} \sin 7t + \ldots
\]

Here are what a few of the approximations look like:
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Other types of approximations

One of the most accurate approximations is to try to write the function in terms of the Chebyshev polynomials, namely

\[ f(x) = \sum_{n=0}^{\infty} c_n T_n(x). \]

This is called Chebyshev approximation. The goal is to find the coefficients \( c_n \). This approximation has the property that you don't need very many terms to get a good approximation. To approximate \( f(x) \) on \([a, b]\) using \( N \) terms of the series, set \( s = (b - a)/2 \), \( m = (b + a)/2 \), and compute

\[ f(x) \approx -\frac{c_0}{2} + \sum_{k=0}^{N-1} c_k T_k(sx + m), \]

where

\[ c_j = \frac{2}{N} \sum_{k=0}^{N-1} f \left( \cos \left( \frac{\pi (k + \frac{1}{2})}{N} - m \right)/s \right) \cos \left( \frac{\pi j (k + \frac{1}{2})}{N} \right). \]

See Sections 5.8-5.11 of Numerical Recipes for more particulars on this.

The CORDIC algorithm

At the CPU level, many chips use something called the CORDIC algorithm to compute trig functions, logarithms, and exponentials. It approximates these functions using only addition, subtraction, multiplication and division by 2, and small tables of precomputed function values. Multiplication and division by 2 at the CPU level correspond to just shifting bits left or right, which is something that can be done very efficiently.

3.6 Piecewise linear interpolation

One problem with using a single polynomial to interpolate a large collection of points is that polynomials want to oscillate, and that oscillation can lead to unacceptable errors. We can use the Chebyshev nodes to space the points to reduce this error, but real-life constraints often don’t allow us to choose our data points, like with census data, which comes in ten-year increments.

A simple solution to this problem is piecewise linear interpolation, which is where we connect the points by straight lines, like in the figure below:
3.7 Cubic Spline Interpolation

One benefit of this approach is that it is easy to do. Given two points, \((x_1, y_1)\) and \((x_2, y_2)\), the equation of the line between them is 
\[ y = y_1 + \frac{y_2 - y_1}{x_2 - x_1}(x - x_1). \]

The interpolation error for piecewise linear interpolation is on the order of \(h^2\), where \(h\) is the maximum of \(x_{i+1} - x_i\) over all the points, i.e., the size of the largest gap in the \(x\)-direction between the data points. So unlike polynomial interpolation, which can suffer from the Runge phenomenon if large numbers of equally spaced points are used, piecewise linear interpolation benefits when more points are used. In theory, by choosing a fine enough mesh of points, we can bring the error below any desired threshold.

### 3.7 Cubic Spline Interpolation

By doing a bit more work, we can improve the error term of piecewise linear interpolation from \(h^2\) to \(h^4\) and also get a piecewise interpolating function that is free from sharp turns. Sharp turns are occasionally a problem for physical applications, where smoothness (differentiability) is needed.

Instead of using lines to approximate between \((x_i, y_i)\) and \((x_{i+1}, y_{i+1})\), we will use cubic equations of the form
\[
S_i(x) = a_i + b_i(x - x_i) + c_i(x - x_i)^2 + d_i(x - x_i)^3.
\]

Here is what this might look like:

If we have \(n\) points, then we will have \(n - 1\) equations, and we will need to determine the coefficients \(a_i, b_i, c_i,\) and \(d_i\) for each equation. However, right away we can determine that \(a_i = y_i\) for each \(i\), since the constant term \(a_i\) tells the height that curve \(S_i\) starts at, and that must be the \(y\)-coordinate of the corresponding data value, \((x_i, y_i)\). So this leaves \(b_i, c_i,\) and \(d_i\) to be determined for each curve, a total of \(3(n-1)\) coefficients. To uniquely determine these coefficients, we will want to find a system of \(3(n-1)\) equations that we can solve to get the coefficients.

We will first require for each \(i = 1, 2, \ldots, n\) that 
\[ S_i(x_{i+1}) = y_{i+1}. \]

This says that at each data point, the curves on either side must meet up without a jump. This implies that the overall combined function is continuous. See the figure below.

This gives us a total of \(n - 1\) equations to use in determining the coefficients.

Next, for each \(i = 1, 2, \ldots, n\), we require that 
\[ S_i'(x_{i+1}) = S_{i+1}'(x_{i+1}). \]

This says that where the individual curves come together, there can’t be a sharp turn. The functions have to meet up smoothly. This implies that the overall function is differentiable. See the figure below.
This gives us \( n-2 \) more equations for determining the coefficients.

We further require for each \( i = 1, 2, \ldots, n \), that \( S''_i(x_{i+1}) = S''_{i+1}(x_{i+1}) \). This adds a further smoothness condition at each data point that says that the curves have meet up very smoothly. This also gives us \( n-2 \) more equations for determining the coefficients.

At this point, we have a total of \( (n-1)+(n-2)+(n-2) = 3n-5 \) equations to use for determining the coefficients, but we need \( 3n-3 \) equations. There are a few different ways that people approach this. The simplest approach is the so-called natural spline equations, which are \( S''_1(x_1) = 0 \) and \( S''_{n-1}(x_n) = 0 \). Geometrically, these say the overall curve has inflection points at its two endpoints.

Systems of equations like this are usually solved with techniques from linear algebra. With some clever manipulations (which we will omit), we can turn this system into one that can be solved by efficient algorithms. The end result for a natural spline is the following\(^1\):

Set \( H_i = y_{i+1} - y_i \) and \( h_i = x_{i+1} - x_i \) for \( i = 1, 2, \ldots, n - 1 \). Then set up the following matrix.

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
h_1 & 2(h_1 + h_2) & h_2 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
0 & h_2 & 2(h_2 + h_3) & h_3 & 0 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \cdots & 0 & h_{n-2} & 2(h_{n-2} + h_{n-1}) & h_{n-1} \end{bmatrix}
\begin{bmatrix}
h_1 \\
h_2 \\
h_3 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
3\left(\frac{h_2}{h_1} - \frac{h_1}{h_2}\right) & 3\left(\frac{h_2}{h_3} - \frac{h_3}{h_2}\right) & 3\left(\frac{h_{n-1}}{h_{n-2}} - \frac{h_{n-2}}{h_{n-1}}\right)
\end{bmatrix}
\]

This matrix is tridiagonal (in each row there are only three nonzero entries, and those are centered around the diagonal). There are fast algorithms for solving tridiagonal matrices. The solutions to this system are \( c_1, c_2, \ldots, c_n \). Once we have these, we can then get \( b_i \) and \( d_i \) for \( i = 1, 2, \ldots, n-1 \) as follows:

\[
b_i = \frac{H_i}{h_i} - \frac{h_i}{3}(2c_i + c_{i+1}), \quad d_i = \frac{c_{i+1} - c_i}{3h_i}.
\]

**Example:**

Suppose we want the natural cubic spline through \((1, 2), (3, 5), (4, 8), (5, 7), \) and \((9, 15)\).

The \( h \)'s are the differences between the \( x \)-values, which are \( h_1 = 2, h_2 = 1, h_3 = 1, \) and \( h_4 = 4 \). The \( H \)'s are the differences between the \( y \)-values, which are \( H_1 = 3, H_2 = 3, H_3 = -1, \) and \( H_4 = 8 \). We then put these into the following matrix:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
2 & 2(2+1) & 1 & 0 & 0 & 0 \end{bmatrix}
\begin{bmatrix}
3\left(\frac{1}{2} - \frac{1}{3}\right) & 3\left(\frac{1}{3} - \frac{1}{4}\right)
\end{bmatrix}
\]

This can be solved by row reduction or a more efficient tridiagonal algorithm to get \( c_1 = 0, c_2 = 87/64, c_3 = \)

\(^1\)The derivation here follows Sauer's *Numerical Analysis* section 3.4 pretty closely.
They are graphed below:

![Graph of cubic spline interpolation](image)

**Other types of cubic splines**

Besides the natural cubic spline, there are a few other types. Recall that the natural spline involved setting $S''(x_1) = 0$ and $S''(x_n) = 0$. If we require these second derivatives to equal other values, say $u$ and $v$, we have what is called a curvature-adjusted cubic spline (curvature being given by the second derivative). The procedure above works nearly the same, except that the first and last rows of the matrix become the following:

\[
\begin{bmatrix}
2 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u_1 \\ u\end{bmatrix}
\]

If the derivative of the function being interpolated is known at the endpoints of the range, we can incorporate that information to get a more accurate interpolation. This approach is called a clamped cubic spline. Assuming the values of the derivative at the two endpoints are $u$ and $v$, we set $S'(x_1) = u$ and $S'(x_n) = v$. After running through everything, the only changes are in the second and second-to-last rows of the matrix. They become:

\[
\begin{bmatrix}
2h_1 & h_1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 \\
2 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & h_{n-1} & 2h_{n-1}
\end{bmatrix}
\begin{bmatrix}
u_1 \\ u \end{bmatrix}
\]

One final approach that is recommended in the absence of any other information is the not-a-knot cubic spline. It is determined by setting $S''(x_2) = S''(x_2)$ and $S''(x_{n-2}) = S''(x_{n-1})$. These are equivalent to requiring $d_1 = d_2$.
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and \( d_{n-2} = d_{n-1} \), which has the effect of forcing \( S_1 \) and \( S_2 \) to be identical as well as forcing \( S_{n_2} \) and \( S_{n-1} \) to be identical. The only changes to the procedure are in the second and second-to-last rows:

\[
\begin{array}{ccccccccc}
  h_1 & -(h_1 + h_2) & h_2 & 0 & 0 & \cdots & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & \cdots & 0 & h_{n-2} & -(h_{n-2} + h_{n-1}) & h_{n-1} & 0.
\end{array}
\]

Interpolation error

The interpolation error for cubic splines is on the order of \( h^4 \), where \( h \) is the maximum of \( x_{i+1} - x_i \) over all the points \( x_i \) (i.e., the largest gap between the \( x \) coordinates of the interpolating points). Compare this with piecewise linear interpolation, whose interpolation error is on the order of \( h^2 \).

3.8 Bézier curves

Bézier curves were first developed around 1960 by mathematician Paul de Casteljau and engineer Pierre Bézier working at competing French car companies. Nowadays, Bézier curves are very important in computer graphics. For example, the curve and path drawing tools in many graphics programs use Bézier curves. They are also used for animations in Adobe Flash and other programs to specify the path that an object will move along. Another important application for Bézier curves is in specifying the curves in modern fonts. We can also use Bézier curves in place of ordinary cubic curves in splines.

Before we define what a Bézier curve is, we need to review a little about parametric equations.

Parametric equations

Many familiar curves are defined by equations like \( y = x, \ y = x^2, \) or \( x^2 + y^2 = 9 \). But consider the curve below:

\[
x(t) = 2 \cos(\sqrt{2}t), \quad y(t) = \sin(\sqrt{3}t) + \sin(\sqrt{5}t) \quad \text{for} \ 0 \leq t \leq 20.
\]

Thinking of this as the motion of a physical object, \( t \) stands for time, and the equations \( x(t) \) and \( y(t) \) describe the position of the particle in the \( x \) and \( y \) directions at each instant in time.

Parametric equations are useful for describing many curves. For instance, a circle is described by \( x = \cos(t), \ y = \sin(t), \ 0 \leq t \leq 2\pi \). A function of the form \( y = f(x) \) is described by the equations \( x = t, \ y = f(t) \). In three-dimensions, a helix (the shape of a spring and DNA) is given by \( x = \cos(t), \ y = \sin(t), \ z = t \). There are also parametric surfaces, where the equations for \( x, y, \) and \( z \) are each functions of two variables. Various interesting shapes, like toruses and Möbius strips can be described simply by parametric surface equations. Here a few interesting curves that can be described by parametric equations.
How Bézier curves are defined

A cubic Bézier curve is determined by its two endpoints and two control points that are used to determine the slope at the endpoints. In the middle, the curve usually follows a cubic parametric equation. See the figure below:

The parametric equations for a cubic Bézier curve are given below:

\[
\begin{align*}
    x &= x_1 + b_x t + c_x t^2 + d_x t^3 \\
    y &= y_1 + b_y t + c_y t^2 + d_y t^3
\end{align*}
\]
\[ b_x = 3(x_2 - x_1) \quad b_y = 3(y_2 - y_1) \]
\[ c_x = 3(x_3 - x_2) - b_x \quad c_y = 3(y_3 - y_2) - b_y \]
\[ d_x = x_4 - x_1 - b_x - c_x \quad d_y = y_4 - y_1 - b_y - c_y \]

These equations are valid for \( 0 \leq t \leq 1 \), where \( t = 0 \) gives the left endpoint and \( t = 1 \) gives the right.

**Quadratic Bézier curves**

Sometimes quadratic Bézier curves are used. The parametric equations for these curves are quadratic and only one control point is used to control the slopes at both endpoints, as shown below:

The parametric equations for a quadratic Bézier curve are given below:
\[ x = x_1 + b_x t + c_x t^2 \]
\[ y = y_1 + b_y t + c_y t^2 \]
\[ b_x = 2(x_2 - x_1) \quad b_y = 2(y_2 - y_1) \]
\[ c_x = (x_3 - x_2) - b_x \quad c_y = (y_3 - y_2) - b_y \]

These equations are valid for \( 0 \leq t \leq 1 \), where \( t = 0 \) gives the left endpoint and \( t = 1 \) gives the right.

One can also define quartic and higher order Bézier curves, with more control points specifying the slope elsewhere on the curve, but, in practice, the added complexity is not worth the extra precision.

### 3.9 Summary of interpolation

Just to summarize, the point of interpolation is that we have data that come from some underlying function, which we may or may not know. When we don’t know the underlying function, we usually use interpolation to estimate the values of the function at points between the data points we have. If we do know the underlying function, interpolation is used to find a simple approximation to the function.

The first approach to interpolation we considered was finding a single polynomial goes through all the points. The Lagrange formula gives us a formula for that interpolating polynomial. It is useful in situations where an explicit formula for the coefficients is needed. Newton's divided differences is a process that finds the coefficients of the interpolating polynomial. A similar process, Neville’s algorithm, finds the value of the polynomial at specific points without finding the coefficients.

When interpolating, sometimes we can choose the data points and sometimes we are working with an existing data set. If we can choose the points, and we want a single interpolating polynomial, then we should space the points out using the Chebyshev nodes.

Equally-spaced data points are actually one of the worst choices as they are most subject to the Runge phenomenon. And the more equally-spaced data points we have, the worse the Runge phenomenon can get. For this reason, if interpolating from an existing data set with a lot of points, spline interpolation would be preferred.

We also looked at Bézier curves which can be used for interpolation and have applications in computer graphics.
Further information

Just like with root-finding, we have just scratched the surface here. There are a variety of ways to interpolate that we haven’t covered, each with its own pros and cons. For instance, one can interpolate using rational functions (functions of the form \( p(x)/q(x) \) where \( p(x) \) and \( q(x) \) are polynomials). Rational functions are better than polynomials at interpolating functions with singularities.

Another type of interpolation is Hermite interpolation, where if there is information about the derivative of the function being interpolated, a more accurate polynomial interpolation can be formed. There is also interpolation with trigonometric functions (such as with Fourier series), which has a number of important applications.

Finally, we note that interpolation is not the only approach to estimating a function. Regression (often using least-squares technique) involves finding a function that doesn’t necessarily exactly pass through the data points, but passes near the points and minimizes the overall error. See the figure below.
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Numerical differentiation

Taking derivatives is something that is generally easy to do analytically. The rules from calculus are enough in theory to differentiate just about anything we have a formula for. But sometimes we don’t have a formula, like if we are performing an experiment and just have data in a table. Also, some formulas can be long and computationally very expensive to differentiate. If these are part of an algorithm that needs to run quickly, it is often good enough to replace the full derivative with a quick numerical estimate. Numerical differentiation is also an important part of some methods for solving differential equations.

4.1 Basics of numerical differentiation

The starting point for many methods is the definition of the derivative

\[ f'(x) = \lim_{h \to 0} \frac{f(x+h) - f(x)}{h}. \]

From this, we see a simple way to estimate the derivative is to pick a small value of \( h \) and use it to evaluate the expression inside the limit. For example, suppose we have \( f(x) = x^2 \) and we want the derivative at \( x = 3 \). If we try \( h = .0001 \), we get

\[ f'(3) \approx \frac{3^2 - 3.0001^2}{.0001} = 6.0001. \]

This is not too far off from the exact value, 6. The expression, \( \frac{f(x+h) - f(x)}{h} \), that we use to approximate the derivative, is called the forward difference formula.

In theory, a smaller values of \( h \) should give us a better approximations, but in practice, floating-point issues prevent that. It turns out that there are two competing errors here: the mathematical error we get from using a nonzero \( h \), and floating-point error that comes from breaking the golden rule (we are subtracting nearly equal terms in the numerator).

Floating-point error

Here is a table of some \( h \) values and the approximate derivative of \( x^2 \) at 3, computed in Python.
We see that the approximations get better for a while, peaking around \( h = 10^{-7} \) and then getting worse. As \( h \) gets smaller, our violation of the golden rule gets worse and worse. To see what is happening, here are the first 30 digits of the floating-point representation of \((3 + h)^2\), where \( h = 10^{-13} \):

\[
9.000000000000600408611717284657
\]

The last three “correct” digits are 6 0 0. Everything after that is an artifact of the floating-point representation. When we subtract 9 from this and divide by \( 10^{-13} \), all of the digits starting with that 6 are “promoted” to the front, and we get 6.004086... , which is only correct to the second decimal place.

**Mathematical error**

The mathematical error comes from the fact that we are approximating the slope of the tangent line with slopes of nearby secant lines. The exact derivative comes when \( h = 0 \), and the larger \( h \) is, the worse the mathematical error is. We can use Taylor series to figure out this error.

First, recall the Taylor series formula for \( f(x) \) centered at \( x = a \) is

\[
f(x) = f(a) + f'(a)(x-a) + \frac{f''(a)}{2!}(x-a)^2 + \frac{f'''(a)}{3!}(x-a)^3 + \ldots.
\]

Replacing \( x \) with \( x + h \) and taking \( a = x \) in the formula above gives the following:

\[
f(x+h) = f(x) + f'(x)h + \frac{f''(x)}{2!}h^2 + \frac{f'''(x)}{3!}h^3 + \ldots.
\]

This is a very useful version of the Taylor series. Solving for \( f'(x) \) gives

\[
f'(x) = \frac{f(x+h)-f(x)}{h} - \frac{f''(x)}{2!}h - \frac{f'''(x)}{3!}h^2 - \ldots.
\]

All the terms beyond the \( h^2 \) term are small in comparison to the \( h^2 \) term, so we can drop them. More formally, Taylor's theorem tells us that we can actually replace all of the terms from \( h^2 \) on with \( \frac{f''(c)}{2!}h \) for some constant \( c \in [x, x+h] \). This gives us

\[
f'(x) = \frac{f(x+h)-f(x)}{h} - \frac{f''(c)}{2!}h^2
\]

We can read this as saying that \( f'(x) \) can be approximated by \( \frac{f(x+h)-f(x)}{h} \) and the error in that approximation is given by \( \frac{f''(c)}{2!}h \). The most important part of the error term is the power of \( h \), which is 1 here. This is called the order of the method.
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Just like with root-finding, a first order method is sometimes called linear, a second order quadratic, etc. The higher the order, the better, as the higher order allows us to get away with smaller values of $h$. For instance, all other things being equal, a second order method will get you twice as many correct decimal places for the same $h$ as a first order method.

Combining the two types of errors

One the one hand, pure mathematics says to use the smallest $h$ you possibly can in order to minimize the error. On the other hand, practical floating-point issues say that the smaller $h$ is, the less accurate your results will be. This is a fight between two competing influences, and the optimal value of $h$ lies somewhere in the middle. In particular, one can work out that for the forward difference formula, the optimal choice of $h$ is $h = x \varepsilon$, where $\varepsilon$ is machine epsilon, which is roughly $2.2 \times 10^{-16}$ for double-precision floating-point.

For instance, for estimating $f'(x)$ at $x = 3$, we should use $h = 3 \sqrt[2]{2.2 \times 10^{-16}} \approx 4 \times 10^{-8}$. We see that this agrees with the table of approximate values we generated above.

In general, if for an $n$th order method, the optimal $h$ is $h = x^{n+1} \varepsilon$.

4.2 Centered difference formula

Thinking of $\frac{f(x+h)-f(x)}{h}$ as the slope of a secant line, we are led to another secant line approximation:

$$f'(x) \approx \frac{f(x+h)-f(x-h)}{2h}.$$ 

Whereas the former approximation looks “forward” from $f(x)$ to $f(x+h)$, the latter approximation is centered around $f(x)$, so it is called the centered difference formula. There is also a backward difference formula, $\frac{f(x)-f(x-h)}{h}$.

See the figure below:

The centered difference formula is actually more accurate than the forward and backward ones. To see why, use Taylor series to write

$$f(x+h) = f(x) + f'(x)h + \frac{f''(x)}{2!}h^2 + \frac{f'''(x)}{3!}h^3 + \ldots$$

$$f(x-h) = f(x) - f'(x)h + \frac{f''(x)}{2!}h^2 - \frac{f'''(x)}{3!}h^3 + \ldots$$

Subtracting these two equations, dividing by $2h$ and applying Taylor’s formula\(^1\), we see that the $f'''$ term cancels out leaving

$$f'(x) = \frac{f(x+h)-f(x-h)}{2h} + \frac{f'''(c)}{3!}h^2.$$ 

So this is a second order method.

For the sake of comparison, here are the forward difference and central difference methods applied to approximate the derivative of $e^x$ at $x = 0$ (which we know is equal to 1):

\(^1\)There’s an additional wrinkle here in that there are actually two different $c$ values from each series, but things do work out so that we only need one value of $c$ in the end. And if you don’t want to worry about formalities at all, just imagine that we drop all the terms past the $h^3$ term, since we’re only really concerned with the order of the method and not the constants.
We see that for small values of \( h \), the centered difference formula is far better, though it starts suffering from floating-point problems sooner than the forward difference formula does. However, the centered difference formula’s best estimate (1.000000000121023) is better than the forward difference formula’s best estimate (0.9999999999732445).

Generally, the centered difference formula is preferred. However, one advantage that the forward difference formula has over the centered difference formula is that it if you’ve already have \( f \) computed for some other reason, then you can get a derivative estimate with only one more function evaluation, whereas the centered difference formula requires two. This is not a problem if \( f \) is a simple function, but if \( f \) is computationally very expensive to evaluate (and this is one of the times where we might need numerical differentiation), then the extra function call might not be worth the increase in order from linear to quadratic.

Another advantage of the forward and backward difference formulas is that they can be used at the endpoints of the domain of a function, whereas the centered difference formula would require us to step over an endpoint and hence would not work.

### 4.3 Using Taylor series to develop formulas

The technique we used to develop the centered difference formula can be used to develop a variety of other formulas. For instance, suppose we want a second-order formula for \( f'(x) \) using \( f(x) \), \( f(x + h) \), and \( f(x + 2h) \). Our goal is to something like this:

\[
f'(x) = \frac{af(x) + bf(x + h) + cf(x + 2h)}{h} + Kh^2,
\]

The first part is the numerical differentiation formula that we want and the second part is the error term. We need to find \( a, b, \) and \( c \). We start by writing the Taylor expansions for \( f(x + h) \) and \( f(x + 2h) \):

\[
f(x + h) = f(x) + f'(x)h + \frac{f''(x)}{2!}h^2 + \frac{f'''(x)}{3!}h^3 + \frac{f^{(4)}(x)}{4!}h^4 + \frac{f^{(5)}(x)}{5!}h^5 + \ldots
\]

\[
f(x + 2h) = f(x) + 2f'(x)h + 4\frac{f''(x)}{2!}h^2 + 8\frac{f'''(x)}{3!}h^3 + 16\frac{f^{(4)}(x)}{4!}h^4 + 32\frac{f^{(5)}(x)}{5!}h^5 + \ldots
\]

We want to multiply the first series by \( b \), the second by \( c \), add them together, and solve for \( f'(x) \). When we solve for \( f'(x) \), we will end up dividing by \( h \). This means that if we want an error term of the form \( Kh^2 \), it will come from the \( h^3 \) terms in the Taylor series. Also, since there are no \( f'' \) terms in our desired formula, we are going to need those to cancel out when we combine the series. So to cancel out the \( f'' \) terms, we will choose \( b = -4 \) and \( c = 1 \). Then we combine the series to get:

\[-4f(x + h) + f(x + 2h) = -3f(x) + -2f'(x)h + Kh^3.
\]

Note that we could get an expression for \( K \) if we want, but since we’re mostly concerned with the order, we won’t bother.\(^1\) We can then solve this for \( f'(x) \) to get

\[
f'(x) = \frac{-3f(x) + 4f(x + h) - f(x + 2h)}{2h} + Kh^2.
\]

\(^1\)The actual value of \( K \) is \( \frac{4f'''(c)}{3!h^3} \) for some \( c \in [x, x + h] \).
And to see if our formula works, suppose we try to estimate \( f'(3) \) using \( f(x) = x^2 \) and \( h = 0.0001 \). We get
\[
f'(3) \approx \frac{-3(3)^2 + 4(3.0001)^2}{0.0002} = 5.99999999861671,
\]
which is pretty close to the exact answer, 6.

### Higher derivatives

We can use the Taylor series technique to estimate higher derivatives. For example, here are the Taylor series for \( f(x + h) \) and \( f(x - h) \):
\[
f(x + h) = f(x) + f'(x)h + \frac{f''(x)}{2!}h^2 + \frac{f'''(x)}{3!}h^3 + \frac{f^{(4)}(x)}{4!}h^4 + \ldots
\]
\[
f(x - h) = f(x) - f'(x)h + \frac{f''(x)}{2!}h^2 - \frac{f'''(x)}{3!}h^3 + \frac{f^{(4)}(x)}{4!}h^4 + \ldots
\]

If we add these two we get
\[
f(x + h) + f(x - h) = 2f(x) + 2\frac{f''(x)}{2!}h^2 + 2\frac{f^{(4)}(x)}{4!}h^4 + \ldots.
\]

The key here is that we have canceled out the \( f' \) terms (and as a bonus, the \( f''' \) terms have canceled out as well). Solving for \( f''(x) \), we get
\[
f''(x) = \frac{f(x + h) - 2f(x) + f(x - h)}{h^2} + 2\frac{f^{(4)}(x)}{4!}h^2.
\]

This is a second order approximation for \( f'' \).

Another way to get an approximation for \( f'' \) might be \( \frac{f(x+h) - f(x)}{h} \). And if we use the forward and backward difference formulas to approximate \( f' \), we end up with the same result as above:
\[
f''(x) \approx \frac{f(x+h) - f(x) - f(x) + f(x-h)}{h} = \frac{f(x + h) - 2f(x) + f(x - h)}{h^2}.
\]

### Note

It is worth noting that all the formulas we’ve obtained via Taylor series can also be obtained by differentiating the Lagrange interpolating polynomial.

### 4.4 Richardson extrapolation

Earlier we saw Aitken’s \( \Delta^2 \) method, which was an algebraic way to speed up the convergence of a root-finding method. Richardson extrapolation is another algebraic technique that can increase the order of a numerical method. Here is the idea of how it works.

Let’s start with the centered difference formula with its full error series (no higher order terms were dropped):
\[
f'(x) = \frac{f(x + h) - f(x - h)}{2h} + c_1h^2 + c_2h^4 + c_3h^6 + \ldots
\]

We don’t care about the exact values of \( c_1, c_2, \) etc. What we do now is replace \( h \) with \( h/2 \). We get
\[
f'(x) = \frac{f(x + h/2) - f(x - h/2)}{h} + c_1\frac{h^2}{4} + c_2\frac{h^4}{16} + c_3\frac{h^6}{64} + \ldots
\]

If we multiply the second series by 4 and subtract the first series, we can cancel out the \( h^2 \) terms. This gives us
\[
4f'(x) - f'(x) = 4\frac{f(x + h/2) - f(x - h/2)}{h} - \frac{f(x + h) - f(x - h)}{2h} + Kh^4
\]
This is now a fourth order method. (Note that we don’t care about the exact coefficients of \( h^4, h^6 \), etc., so we just coalesce all of them into \( Kh^4 \).) We can simplify things down to the following
\[
f'(x) = \frac{f(x-h) - 8f(x-h/2) + 8f(x+h/2) - f(x+h)}{6h} + Kh^4.
\]

This method works in general to increase the order of a numerical method. Suppose we have an \( n \)th order method \( F(h) \). If we apply the same procedure as above, we can derive the following new rule:
\[
G(h) = \frac{2^n F(h/2) - F(h)}{2^n - 1}.
\]

This rule has order greater than \( n \).\(^1\) For example, let’s apply extrapolation to the first-order backward difference formula \( \frac{f(x) - f(x-h)}{h} \). We compute
\[
\frac{2^1 \frac{f(x) - f(x-h/2)}{h/2} - \frac{f(x) - f(x-h)}{h}}{2^1 - 1} = \frac{3f(x) - 4f(x-h/2) + f(x-h)}{h}.
\]

This method has order 2. This comes from the fact that the power series for the backward difference formula has terms of all orders — \( c_1 h + c_2 h^2 + c_3 h^3 + \ldots \) — and the extrapolation only knocks out the first term, leaving the \( h^2 \) and higher terms. On the other hand, sometimes we are lucky, like with the centered difference formula, where the power series has only even terms and we can jump up two orders at once.

If we try this method on \( f(x) = x^2 \) with \( x = 3 \) and \( h = 0.0001 \), we get
\[
\frac{3(3)^2 - 4(2.999995)^2 + (2.999999)^2}{.00001} = 5.999999999239946.
\]

If we want to, we can repeatedly apply Richardson extrapolation. For instance, if we apply extrapolation twice to the centered difference formula, we get the following 6th order method:
\[
f''(x) = \frac{-f(x-h) + 40f(x-h/2) - 256f(x-h/4) + 256f(x+h/4) - 40f(x+h/2) + f(x+h)}{90h}.
\]

However, as we increase the order, we see that the number of function evaluations increases. This has the effect of slowing down calculation of the numerical derivative. With many numerical methods, there are two competing influences: higher order and number of function evaluations. For numerical differentiation, a higher order means we can use a smaller value of \( h \) and still get a good approximation, but we pay for it in terms of the number of function evaluations. The number of function evaluations is a good measure of how long the computation will take. For numerical differentiation, second- or fourth-order methods usually provide a decent tradeoff in terms of accuracy for a given \( h \) and the number of required function evaluations.

### 4.5 Summary of numerical differentiation

Because we can easily differentiate most functions, numerical differentiation would appear to have limited usefulness. However, numerical differentiation is useful if we just have a table of function values instead of a formula, it is useful if our function is computationally expensive to evaluate (where finding the derivative analytically might be too time-consuming), and it is an integral part of some numerical methods for solving differential equations.

The approaches we considered in detail above involve variations on the difference quotient \( \frac{f(x+h) - f(x)}{h} \) that can be obtained by manipulating Taylor series or applying Richardson extrapolation to previously obtained formulas.

We can use those techniques to create methods of any order, though as the order increases, the number of terms in the estimate also increases, negating some of the benefits of higher order. In general, the centered difference formula or the fourth order method we looked at should suffice. The forward and backward difference formulas have order 1, but if you already have \( f(x) \) calculated for some other purpose, then they only require one new

\(^1\) The term \( 2^n F(h/2) - F(h) \) is used to cancel out the term of the form \( Ch^6 \) in the power series expansion. Note also that one can write Richardson extrapolation in the form \( Q = \frac{2^n F(h/2) - F(2h)}{2^n - 1} \).
function evaluation, so if a function is really expensive to evaluate, then these may be the only options. They (and higher order versions of them) are also useful for estimating the derivative at the endpoint of a function’s domain, where the centered difference formula could not be used.

One thing to be careful of, as we saw, was to choose the value of $h$ carefully. As all of our estimates involve subtracting nearly equal terms, floating-point problems can wreck our estimates. Specifically, $h = x \times \sqrt{\varepsilon}$ is recommended, where $x$ is the point the derivative is being evaluated at, $n$ is the order of the method, and $\varepsilon$ is machine epsilon, roughly $2.2 \times 10^{-16}$ for double-precision arithmetic.

There are other methods for numerically estimating derivatives. For instance, we could use cubic spline interpolation to approximate our function and then differentiate the splines. Another method actually uses integration to compute derivatives. Specifically, it does numerical integration of a contour integral in the complex plane to approximate the derivative. It is based on the Cauchy integral formula.
Chapter 5

Numerical integration

We can analytically take the derivative of anything we encounter in calculus, but taking integrals is a different story. Consider, for example, the function $\sin(x^2)$. Using the chain rule, we can quickly find that its derivative is $2x \cos(x^2)$. On the other hand, $\int \sin(x^2) \, dx$ cannot be done using the techniques of calculus. The integral does exist, but it turns out that it cannot be written in terms of elementary functions (polynomials, rational functions, trig functions, logs, and exponentials). There are many other common functions that also can’t be done, like $e^{-x^2}$, which is of fundamental importance in statistics. Even something as innocent-looking at $\sqrt{1 + x^2}$ can’t be done. So numerical techniques for estimating integrals are important.

5.1 Newton-Cotes formulas

The starting point for numerical integration is the definition of the integral. Recall that the integral $\int_a^b f(x) \, dx$ gives the area under $f(x)$ between $x = a$ and $x = b$. That area is estimated by estimating it with rectangles, whose areas we can find easily. See the figure below:

As an example, suppose we want to estimate $\int_2^4 \sqrt{x} \, dx$ using 4 rectangles. The width of each rectangle is $(4 - 2)/4 = .5$ units. A simple choice for the height of each rectangle is to use the function value at the rectangle’s right endpoint. Then using length $\cdot$ width for the area of each rectangle, we get the following estimate:

$$\int_2^4 \sqrt{x} \, dx \approx .5 \cdot \sqrt{2.5} + .5 \cdot \sqrt{3} + .5 \cdot \sqrt{3.5} + .5 \cdot \sqrt{4} \approx 3.59\ldots$$

The exact answer\footnote{It is useful to test out numerical methods on easy things so we can compare the estimate with the correct value.} is given by $\frac{2}{3} \cdot \frac{x^{3/2}}{4} \bigg|_2^4 \approx 3.45$. See the figure below.
We can improve this estimate in several different ways. The simplest approach is to use more rectangles, like below. The more rectangles we have, the closer we can fit them to the curve, thus reducing the error.

As another approach, we notice that, at least for the function in the figure, right endpoints give an overestimate of the area and left endpoints give an underestimate. Averaging them might give a better estimate. A related, but different approach is to use midpoints of the rectangles for the height instead of left or right endpoints.

We can also change the shape of the rectangles. Once nice improvement comes from connecting the left and right endpoints by a straight line, forming a trapezoid. One can also connect the endpoints by a higher order curve, like a parabola or cubic curve. See the figure below.

Connecting the endpoints by a straight line gives rise to the trapezoid rule. Using a parabola, like on the right above, gives rise to Simpson's rule.

---

1It is not too hard to show that using trapezoids is equivalent to averaging the left and right rectangle approximations since the area of a trapezoid is the comes from averaging the heights at its two ends.
5.1. NEWTON-COTES FORMULAS

We can use a little geometry to work out formulas for each of these rules. To estimate \( \int_a^b f(x) \, dx \), we break up the region into \( n \) rectangles/trapezoids/parabolic rectangles of width \( \Delta x = (b - a)/2 \) and sum up the areas of each. In our formulas, the values of the function at the endpoints of the rectangles are denoted by \( y_0, y_1, y_2, \ldots, y_n \). The function values at the midpoints of the rectangles will be denoted by \( y_{1/2}, y_{3/2}, y_{5/2}, \ldots, y_{(2n-1)/2} \). See the figure below:

Below is a figure showing the areas of the building-block shapes we will use to estimate the area under the curve:

The trapezoid's area formula comes from looking at a trapezoid as equivalent to a rectangle whose height is \( (y_1 + y_2)/2 \), the average of the heights of the two sides.

For the parabolic rectangle, recall that we need three points to determine a parabola; we use the left and right endpoints and the midpoint. From there, the area can be determined by finding the equation of the interpolating polynomial (using the Lagrange formula, for instance) and integrating it.\(^1\)

**Composite Midpoint Rule** Summing up the areas of rectangles whose heights are given by the midpoints gives

\[
M = \Delta x \left( y_{1/2} + y_{3/2} + \cdots + y_{(2n-1)/2} \right).
\]

**Composite Trapezoid Rule** Summing up the areas of the trapezoids for the trapezoid rule, we get after a little simplification

\[
T = \frac{\Delta x}{2} \left( y_0 + 2y_1 + 2y_2 + \cdots + 2y_{n-1} + y_n \right).
\]

\(^1\)Please note that the presentation here differs from what you might see elsewhere. Many authors write area as \( A = \frac{1}{2} (y_0 + 4y_1 + y_2) \), where their \( y_0, y_1, y_2 \) are equivalent to our \( y_0, y_{1/2}, y_1 \) and \( h = \Delta x/2 \).
Composite Simpson’s Rule  For Simpson’s rule, summing up the areas of the parabolic rectangles, we get (after simplifying)

\[ S = \frac{\Delta x}{6} \left( y_0 + y_n + 2(y_1 + y_2 + \ldots + y_{n-1}) + 4(y_{1/2} + y_{3/2} + \ldots + y_{(2n-1)/2}) \right). \]

Note that the left endpoint of the \( i \)th rectangle is \( x_i = a + i\Delta x \) and the right endpoint is \( x_{i+1} = a + (i + 1)\Delta x \). The midpoint of that rectangle is \( x_{(2i+1)/2} = a + \frac{2i+1}{2}\Delta x \). And each \( y_i \) is just \( f(x_i) \).

The twos in the trapezoid rule formula (and in Simpson’s) come from the fact that \( y_1, y_2, \ldots, y_{n-1} \) show up as the left endpoint of one trapezoid and the right endpoint of another. The fours in the Simpson’s rule formula come from the area of the parabolic rectangles.

It is worth noting that

\[ S = \frac{2M + T}{3}, \]

where \( S, M, \) and \( T \) denote the Simpson’s, midpoint, and trapezoid rules, respectively. This says that Simpson’s rule is essentially a weighted average of the midpoint and trapezoid rules.

It is also worth noting that Simpson’s rule requires about twice as many function evaluations as the midpoint and trapezoid rules, so it will take about twice as long as either of those methods. However, it turns out that Simpson’s rule with \( n \) rectangles is more accurate than either of the other methods with \( 2n \) rectangles. That is, if we keep the number of function evaluations constant, Simpson’s rule is more efficient than the others.

Example

As an example, suppose we want to estimate \( \int_0^3 e^x \, dx \). We don’t need a numerical method for this integral. It’s just something simple to demonstrate the methods. If we use 6 rectangles, then each will have width \( \Delta x = (3 - 0)/6 = .5 \). The endpoints of the rectangles are 0, .5, 1, 1.5, 2, 2.5, and 3 and the midpoints are at .25, .75, 1.25, 1.75, 2.25, and 2.75. The calculations for the midpoint, trapezoid, and Simpson’s rules are shown below:

\[
M = \frac{1}{2} \left( e^{.25} + e^{.75} + e^{1.25} + e^{1.75} + e^{2.25} + e^{2.75} \right)
\]
\[
T = \frac{1}{2} \left( e^0 + 2e^5 + 2e^1 + 2e^{1.5} + 2e^2 + 2e^{2.5} + e^3 \right)
\]
\[
S = \frac{1}{6} \left( e^0 + e^3 + 2 \left( e^5 + e^1 + e^{1.5} + e^2 + e^{2.5} \right) + 4 \left( e^{25} + e^{17.5} + e^{1.25} + e^{1.75} + e^{2.25} + e^{2.75} \right) \right)
\]

The exact answer turns out to be \( e^3 - 1 \approx 19.08554 \). The midpoint estimate is 18.99, the trapezoid estimate is 19.48, and the Simpson’s rule estimate is 19.08594, the most accurate of the three by far.

A program

It’s pretty quick to write Python programs to implement these rules. For instance, here is the trapezoid rule:

```python
def trapezoid(f, a, b, n):
    dx = (b-a) / n
    return dx/2 * (f(a) + sum(2*f(a+i*dx) for i in range(1,n)) + f(b))
```

Errors and degree of precision

The errors of the various rules for estimating \( \int_a^b f(x) \, dx \) are summarized below:\

\[\text{Errors and degree of precision}\]

\[\text{The form these are given in differs a bit from the standard presentation in numerical analysis texts.}\]
**Table 5.1. Newton-Cotes Formulas**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Error</th>
<th>Degree of precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple rectangles</td>
<td>(\frac{b-a}{n}</td>
<td>\max f'</td>
</tr>
<tr>
<td>Midpoint rule</td>
<td>(\frac{(b-a)^3}{24n^2}</td>
<td>\max f''</td>
</tr>
<tr>
<td>Trapezoid rule</td>
<td>(\frac{(b-a)^3}{12n^2}</td>
<td>\max f'''</td>
</tr>
<tr>
<td>Simpson's rule</td>
<td>(\frac{(b-a)^5}{2880n^4}</td>
<td>\max f^{(4)}</td>
</tr>
</tbody>
</table>

In each of the error terms, the max is to be taken over the range \([a, b]\). These error terms are generally overestimates.

The power of \(n\), the number of rectangles, is the order of the rule. It is the most important part, as it is the one thing we have control over when numerically integrate. The jump from \(n^2\) to \(n^4\) as we go from the midpoint and trapezoid rules to Simpson's rule accounts for the big difference in accuracy in the example above.

The degree of precision of an integration rule is the highest degree polynomial that the rule will integrate exactly. For example, a rule whose degree of precision is 3 would give the exact answer to \(\int_a^b p(x)\,dx\), where \(p(x)\) is any polynomial of degree 3 or less, like \(x^2 + 3\) or \(x^3 - x + 1\). In general, the degree of precision is 1 less than the order.

The trapezoid rule's degree of precision is 1, because it integrates linear and constant equations exactly. This is clear because the trapezoid rule itself uses linear equations for its estimates. What is more surprising is that Simpson's rule has a degree of precision of 3. We would expect a degree of precision of at least 2, considering that Simpson's rule uses parabolas in its estimates. But those estimates using parabolas actually give the exact answer for integrals of cubic equations as well. It's a bit like getting something for nothing.

As an example of where these formulas are useful, we could consider how many trapezoids we would need to estimate \(\int_0^2 \sqrt{1+x^3}\,dx\) correct to within \(.000001\). We have \(a = 0\), \(b = 3\), and using calculus or a computer algebra system, we can find that \(\max f''\) on \([1, 3]\) occurs at \(x = 1\) and is \(15/(8\sqrt{2}) \approx 1.3\). We then want to solve the following for \(n\):

\[
\frac{(3-0)^3}{12n^2}|1.3| < .000001.
\]

Solving this, we get \(n > 1710\). So we would need at least 1711 trapezoids to be guaranteed of an error less than \(.000001\), though since the error formula is an overestimate, we could probably get away with fewer.

**Higher orders**

The formulas we have been considering in this section are referred to as *Newton-Cotes formulas*. There are Newton-Cotes formulas of all orders. For instance, if we use cubic curves on top of our rectangles instead of the parabolas that Simpson's rule uses, we get something called *Simpson's 3/8 rule*. A cubic rectangle has area \(A = \frac{h}{8}(y_0 + 3y_{1/3} + 3y_{2/3} + y_1)\) and the areas of all the little cubic rectangles these can be summed to give a composite formula like the ones we came up with for the other rules.\(^1\) Simpson's 3/8 rule has degree of precision 3, the same as Simpson's rule. Its error term is \(\frac{(b-a)^3}{6480n^4}|\max f^{(4)}|\).

If we use quartic curves, we get *Boole's rule*. A quartic rectangle has area \(A = \frac{h}{90}(7y_0 + 32y_{1/4} + 12y_{1/2} + 32y_{3/4} + 7y_1)\). We can sum the areas of the quartic rectangles to get a composite rule. Note that Boole's rule has degree of precision 5, a jump of 2 orders over Simpson's 3/8 rule. In general, as we progress through higher degree polynomials on the top of our rectangles, the degrees of precision alternate not changing and jumping up by 2. The error term for Boole's rule is \(\frac{(b-a)^5}{1935360n^6}|\max f^{(6)}|\).

\(^1\)Simpson's 3/8 rule gets its name from an alternate form of the cubic rectangle's area: \(A = \frac{h}{8}(y_0 + 3y_1 + 3y_2 + y_3)\), where \(h = x_1 - x_0\).
5.2 The iterative trapezoid rule

Let's start with the trapezoid rule to estimate \( \int_a^b f(x) \, dx \) with just one trapezoid of width \( h = b - a \). Our estimate is

\[
T_1 = h \frac{y_0 + y_1}{2}.
\]

Then let's cut the trapezoid exactly in half and use the two resulting trapezoids to estimate the integral:

\[
T_2 = \frac{h}{2} \left( \frac{y_0 + y_{1/2}}{2} + \frac{y_{1/2} + y_1}{2} \right) = \frac{1}{2} T_1 + \frac{h}{2} y_{1/2}.
\]

The key here is that we already computed part of this formula when we did \( T_1 \), so we can make use of that. If we cut things in half again, we get

\[
T_3 = \frac{h}{4} \left( \frac{y_0 + y_{1/4}}{2} + \frac{y_{1/4} + y_{1/2}}{2} + \frac{y_{1/2} + y_{3/4}}{2} + \frac{y_{3/4} + y_1}{2} \right) = \frac{1}{2} T_2 + \frac{h}{4} (y_{1/4} + y_{3/4}).
\]

See the figure below.

We can continue halving things in this way, doubling the number of trapezoids at each step, until we get to our desired accuracy. We can describe the algorithm as follows:

Start with \( h_1 = b - a \) and \( T_1 = h_1 \frac{f(a)+f(b)}{2} \).

At each subsequent step, we compute

\[
h_n = \frac{1}{2} h_{n-1}
\]

\[
T_n = \frac{1}{2} T_{n-1} + h_n (f(a + h_n) + f(a + 3h_n) + f(a + 5h_n) + \cdots + f(a + (2^n-1)h_n)).
\]

This method is fairly reliable, even if the function being integrated is not very smooth. In that case, though, it may take a good number of halvings to get to the desired tolerance, leaving an opportunity for roundoff error to creep in. The authors of *Numerical Recipes* note that this method is usually accurate up to at least \( 10^{-10} \) (using double-precision floating-point).

An example

Let's try this method on \( \int_1^5 e^{-x^2} \, dx \). For simplicity, we will round to 4 decimal places. Here are the first four steps of the method:

\[
\begin{align*}
  h_1 &= 4 & T_1 &= 4(e^{-1^2} + e^{-5^2})/2 = .7358 \\
  h_2 &= 2 & T_2 &= \frac{7.358}{2} + 2e^{-3^2} = .3681 \\
  h_3 &= 1 & T_3 &= \frac{.3681}{2} + 1(e^{-2^2} + e^{-4^2}) = .2624 \\
  h_4 &= .5 & T_4 &= \frac{.2024}{2} + .5(e^{-1.5^2} + e^{-2.5^2} + e^{-3.5^2} + e^{-4.5^2}) = .1549
\end{align*}
\]

Shown below are \( x \)-values used at each step:
If we continue the process, the next several trapezoid estimates we get are .1432, .1404, .1396, .1395, .1394, .1394. We see that it is correct to four decimal places after a total of nine steps. By this point, as the number of trapezoids doubles at each step, we are approximating the integral with \(2^8 = 256\) trapezoids. It takes about 21 steps for the method to be correct to 10 decimal places. By this point, there are \(2^{20}\) trapezoids, corresponding to \(2^{19} \approx 500,000\) new function evaluations. This continued doubling means that we will eventually reach a point where there are too many computations to finish in a reasonable amount of time.

**A program**

Here is a short Python program implementing this method:

```python
def iterative_trap(f, a, b, toler=1e-10):
    h = b - a
    T = h * (f(a)+f(b))/2
    n = 1
    print(T)
    while n==1 or abs(T - oldT) > toler:
        h = h/2
        n += 1
        T, oldT = T/2 + h * sum(f(a + i*h) for i in range(1, 2**(n-1), 2)), T
    print(T)
```

### 5.3 Romberg integration

We can apply Richardson extrapolation to each of the iterative trapezoid approximations to obtain a higher order extrapolation. Recall that for a numerical method, \(F(h)\) of order \(n\), Richardson extrapolation produces a higher order numerical method via the formula

\[
\frac{2^n F(h/2) - F(h)}{2^n - 1}.
\]

Applying Richardson extrapolation to the trapezoid rule (which is of order 2), we get for \(k = 1, 2, \ldots\)

\[
S_k = \frac{2^{2k+1} - T_k}{2^2 - 1} = \frac{4T_{k+1} - T_k}{3}.
\]

We have chosen the symbol \(S\) here because extrapolating the trapezoid rule actually gives us Simpson's rule, an order 4 method. From here, we can extrapolate again to get

\[
B_k = \frac{2^{4k+1} - S_k}{2^4 - 1} = \frac{16S_{k+1} - S_k}{15}.
\]

Here, we have chosen the symbol \(B\) because extrapolating Simpson's rule gives us Boole's rule, an order 6 method.

We can continue this process. Each time we extrapolate, we increase the order by 2. We can record all of this in a table, like below:

<table>
<thead>
<tr>
<th>(i)</th>
<th>(T_{i-1})</th>
<th>(S_{i-1})</th>
<th>(B_{i-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This process is called Romberg integration. The \(T\), \(S\), and \(B\) notation becomes cumbersome to extend, so instead we will use the entry \(R_{ij}\) to refer to the entry in row \(i\), column \(j\). Here are the first five rows of the table.
The table can be extended as far as we want. The first column is gotten by the iterative trapezoid rule given earlier, namely

\[ h_1 = b - a, \quad R_{11} = h_1 \left( f(a) + f(b) / 2 \right), \]

and for \( n > 1 \)

\[ h_n = \frac{1}{2} h_{n-1}, \]

\[ R_{n,1} = \frac{1}{2} R_{n-1,1} + h_n \left( f(a + h_n) + f(a + 3h_n) + f(a + 5h_n) + \cdots + f(a + (2^n - 1)h_n) \right). \]

The rest of the entries in the table are then developed from these according to the given extrapolation formulas. One thing to note in the table is that since the order of each extrapolation goes up by 2, the \( 2^n \) term in the extrapolation formula will become \( 4^n \).

### Example

Let's try this method on \( \int_1^5 e^{-x^2} \, dx \). This is the same function we tried with the iterative trapezoid method. The values we found in that example form the first column in Romberg integration. We then use the formulas above to calculate the rest of the values.

Here is the first six rows of the Romberg table, shown to nine decimal places:

<table>
<thead>
<tr>
<th></th>
<th>.735758882</th>
<th>.368126261</th>
<th>.245582054</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>.202378882</td>
<td>.147129755</td>
<td>.140566269</td>
</tr>
<tr>
<td></td>
<td>.154856674</td>
<td>.139015938</td>
<td>.138475016</td>
</tr>
<tr>
<td></td>
<td>.138441822</td>
<td>.139409860</td>
<td>.139413656</td>
</tr>
<tr>
<td></td>
<td>.139402875</td>
<td>.139402847</td>
<td>.139402837</td>
</tr>
</tbody>
</table>

Here is the calculation of \( R_{22} \), for example:

\[
R_{22} = \frac{4R_{21} - R_{11}}{3} = \frac{4 \times .368126261 - .735758882}{3} = .245582054.
\]

If we extend the table by a few more rows, we can get the answer correct to 15 decimal places: 0.1394027926389689. In general, \( R_{n,n} \) will be a much more accurate estimate than \( R_{n,1} \), with very little additional computation needed.
5.4 Gaussian quadrature

Recall that the simple way to estimate the area under a curve is to use rectangles. Using the left or right endpoints to give the rectangle's height is the simplest way, but it is not very accurate. We saw that it was more accurate to use the midpoints of the interval as the height.

For the trapezoid rule, we connect the two endpoints of the interval by a line. But maybe we could connect different points to get a more accurate estimation. See the figure below:

To make things concrete, let's suppose we are estimating \( \int_{-1}^{1} f(x) \, dx \). The estimate using a single trapezoid is \( f(-1) + f(1) \). We want to replace 1 and -1 with some other values, call them \( c \) and \( d \), to see if we can get a more accurate method.

Recall that there is a close relation between the error term (accuracy) and the degree of precision of a method. That is, if a numerical method integrates polynomials up to a certain degree exactly, then for any function that is reasonably well approximated by polynomials, we would expect the numerical method to be pretty accurate. For example, near \( x = 0 \), \( \sin x \) is well-approximated by the first two terms of its Taylor series, \( x - x^3/6 \). If we have a numerical method whose degree of precision is 3, then \( x - x^3/6 \) would be integrated exactly, and so an integral like \( \int_{-1/4}^{1/4} \sin x \, dx \) would be pretty accurately estimated by that numerical method.

The trapezoid rule has degree of precision 1. By choosing \( c \) and \( d \) well, we can create a rule with a higher degree of precision. In particular, suppose we want our rule to have degree of precision 2; that is, it should exactly integrate degree 0, 1, and 2 equations. In particular, for \( f(x) = 1 \), \( f(x) = x \), and \( f(x) = x^2 \), we must have

\[
\int_{-1}^{1} f(x) \, dx = f(c) + f(d).
\]

Plugging in, we get the following two equations:

\[
\begin{align*}
0 &= \int_{-1}^{1} x = c + d \\
\frac{2}{3} &= \int_{-1}^{1} x^2 = c^2 + d^2.
\end{align*}
\]

We can quickly solve these to get \( c = -\sqrt{1/3}, \ d = \sqrt{1/3} \). So for any polynomial of degree 2 or less, this rule will exactly integrate it. For example, if \( f(x) = 4x^2 + 6x - 7 \), we have

\[
\int_{-1}^{1} 3x^2 + 6x - 7 \, dx = \left[ x^3 + 3x^2 - 7x \right]_{-1}^{1} = -12.
\]

But we also have

\[
f(-\sqrt{1/3}) + f(\sqrt{1/3}) = \left[ 4\left(-\sqrt{1/3}\right)^2 + 6\left(-\sqrt{1/3}\right) - 7 \right] + \left[ 4\left(\sqrt{1/3}\right)^2 + 6\sqrt{1/3} - 7 \right] = -12.
\]

So we have the interesting fact that, we can compute the integral of any quadratic on \([-1, 1]\) just by evaluating it at two points, \( \pm \sqrt{1/3} \).
A nice surprise is that this method actually has degree of precision 3. It exactly integrates polynomials up to degree three. We can see this because

$$\int_{-1}^{1} x^3 \, dx = 0 = (-\sqrt{1/3})^3 + (\sqrt{1/3})^3.$$  

The method that we just considered is called two-point Gaussian quadrature.\(^1\)

**Extending from \([-1, 1]\) to \([a, b]\)**

The method developed above works specifically for \([-1, 1]\), but we can generalize it to any interval \([a, b]\). The key is that the transformation of \([a, b]\) to \([-1, 1]\) is given by first subtracting \((b + a)/2\) to center things, and then scaling by \((b - a)/2\), which is the ratio of the lengths of the intervals. Given an integral \(\int_{a}^{b} f(x) \, dx\), we make the transformation by using the substitution \(u = (x - \frac{b-a}{2})/\frac{b-a}{2}\). Under this transformation \(x = a\) becomes \(u = -1\) and \(x = b\) becomes \(u = 1\). From this, we get the following:

$$\int_{a}^{b} f(x) \, dx = \int_{-1}^{1} f \left( \frac{b-a}{2} u + \frac{b+a}{2} \right) \frac{b-a}{2} \, du = p \left[ f(-p\sqrt{1/3} + q) + f(p\sqrt{1/3} + q) \right],$$

where \(p = \frac{b-a}{2}\) and \(q = \frac{b+a}{2}\).

**General rule for two-point Gaussian quadrature**

To estimate \(\int_{a}^{b} f(x) \, dx\), compute \(p = \frac{b-a}{2}\), \(q = \frac{b+a}{2}\) and then

$$\int_{a}^{b} f(x) \, dx \approx p \left[ f(-p\sqrt{1/3} + q) + f(p\sqrt{1/3} + q) \right].$$

**An example** Suppose we want to estimate \(\int_{1}^{4} \sqrt{1 + x^3} \, dx\). We compute \(p = 1.5\) and \(q = 2.5\). So we have

$$\int_{1}^{4} \sqrt{1 + x^3} \, dx = 1.5 \left[ \sqrt{1 + (-1.5\sqrt{1/3} + 2.5)^3} + \sqrt{1 + (1.5\sqrt{1/3} + 2.5)^3} \right] \approx 12.857.$$  

To three decimal places, the exact answer is 12.871, so we have done pretty well for just two function evaluations.

**A composite method**

We can turn this method into a composite method, using \(n\) of these special trapezoids. We break up the region from \(a\) to \(b\) into \(n\) evenly spaced regions of width \(\Delta x = (b - a)/n\). The left and right endpoints of the \(i\)th region are \(a + i\Delta x\) and \(a + (i + 1)\Delta x\). We apply Gaussian quadrature to each of these regions. For the \(i\)th region, we have \(p = \Delta x/2\) and \(q = a + (i + \frac{1}{2})\Delta x\). Summing up all of these regions gives

$$\int_{a}^{b} f(x) \, dx \approx \frac{\Delta x}{2} \sum_{i=1}^{n} f \left( \frac{\Delta x}{2} \left( 2i + 1 - \sqrt{1/3} \right) \right) + f \left( \frac{\Delta x}{2} \left( 2i + 1 - \sqrt{1/3} \right) \right).$$

The error term for this method \(\frac{(b-a)^5}{4320n^4} \max |f^{(4)}|\), which is actually a little better than Simpson’s rule, and with one less function evaluation.

\(^1\)“Quadrature” is an older term for “integration.”
4. GAUSSIAN QUADRATURE

Gaussian quadrature with more points

We can extend what we have developed to work with more points. Suppose we want to work with three points. Take as an example Simpson’s rule, which uses three points. We can write it as \( \frac{2}{3}y_0 + \frac{2}{3}y_1 + \frac{1}{3}y_2 \). The three points are evenly spaced, but we can do better, and actually get a method whose degree of precision is 5, if we move the points around. But we will also have to change the coefficients.

In particular, our rule must be of the form \( c_1 f(x_1) + c_2 f(x_2) + c_3 f(x_3) \). There are six values to find. Since we know this is to have a degree of precision of 5, we can set up a system of six equations (one for each degree from 0 to 5) and solve to get our values. However, this is a system of nonlinear equations and is a bit tedious to solve.

Instead, it turns out the values are determined from a family of polynomials called the Legendre polynomials. (Notice the parallel with interpolation, where the ideal placement of the interpolating points was given by the roots of another class of polynomials, the Chebyshev polynomials.)

Like the Chebyshev polynomials, the Legendre polynomials can be defined recursively. In particular, they are defined by \( P_0(x) = 1, P_1(x) = x, \) and

\[
P_{n+1}(x) = \frac{2n+1}{n+1} x P_n(x) - \frac{n}{n+1} P_{n-1}(x).
\]

The next two are \( P_2(x) = (3x^2 - 1)/2 \) and \( P_3(x) = (5x^3 - 3x)/2 \).

The roots of the Legendre polynomials determine the \( x_i \). For instance, \( P_2(x) = (3x^2 - 1)/2 \) has roots at \( \pm \sqrt{1/3} \), which are exactly the points we found earlier for 2-point Gaussian quadrature. The roots of \( P_3(x) = (5x^3 - 3x)/2 \) are 0 and \( \pm \sqrt{3/5} \). These are the \( x_1, x_2, \) and \( x_3 \), we want to use for 3-point Gaussian quadrature. The coefficients, \( c_i \), are given as follows:

\[
c_i = \frac{2}{(1 - x_i^2)(P'_n(x_i))^2}.
\]

Fortunately, the \( x_i \) and \( c_i \) are fixed, so we just need someone to calculate them once to reasonably high accuracy, and then we have them. Here is a table of the values for a few cases:

<table>
<thead>
<tr>
<th>( n )</th>
<th>( x_i )</th>
<th>( c_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>( -\sqrt[3]{1/3}, \sqrt[3]{1/3} )</td>
<td>1, 1</td>
</tr>
<tr>
<td>3</td>
<td>( -\sqrt[3]{3/5}, 0, \sqrt[3]{3/5} )</td>
<td>5/9, 8/9, 5/9</td>
</tr>
<tr>
<td>4</td>
<td>( -0.861136, -0.339981, 0.339981, 0.861136 )</td>
<td>( 0.347855, 0.652145, 0.652145, 0.347855 )</td>
</tr>
</tbody>
</table>

Note that for \( n = 4 \), the \( x_i \) are given by \( \pm \sqrt{(3 - 2\sqrt{6/5})/7} \), and the \( c_i \) are given by \( (18 \pm \sqrt{30})/36 \). People have tabulated the \( x_i \) and \( c_i \) to high accuracy for \( n \)-point Gaussian quadrature for many values of \( n \). See http://pomax.github.io/bezierinfo/legendre-gauss.html, for example.

Note that the same transformation from \([a, b]\) to \([-1, 1]\) that was made for two-point Gaussian quadrature applies in general. Here is the general (non-composite) formula:

\[
\int_a^b f(x) \approx p \left[ c_1 f(px_1 + q) + c_2 f(px_2 + q) + \cdots + c_n f(px_n + q) \right],
\]

where \( p = \frac{b-a}{2} \) and \( q = \frac{b+a}{2} \). We could generalize this to a composite rule if we like, but we won’t do that here.

An example Suppose we want to use 3-point Gaussian quadrature to estimate \( \int_1^4 \sqrt{1 + x^3} \, dx \). We have \( p = 1.5 \) and \( q = 2.5 \) and we get to 5 decimal places

\[
\int_1^4 \sqrt{1 + x^3} \, dx \approx 1.5 \left[ \frac{5}{9} \sqrt{1 + (-1.5 \sqrt{3/5 + 2.5})^3} + \frac{8}{9} \sqrt{1 + (0 + 2.5)^3} + \frac{5}{9} \sqrt{1 + (1.5 \sqrt{3/5 + 2.5})^3} \right] \approx 12.87085.
\]

The exact answer is 12.87144 to five decimal places.
CHAPTER 5. NUMERICAL INTEGRATION

A little bit of theory

What we have left out is why the Legendre polynomials have anything to do with Gaussian quadrature. It turns out that the Legendre polynomials have a property called orthogonality.¹ What this means is that \( \int_{-1}^{1} P_i(x)P_j(x) \, dx = 0 \) if \( i \neq j \). This property is key to making the math work out (though we will omit it).

The higher the degree of our approximation, the more accurate it is for certain types of functions, but not for all types of functions. In particular, these high degree methods are good if our integrand is something that can be approximated closely by polynomials. However, if our function is something that has a vertical asymptote, then it is not well approximated by polynomials, and to get better accuracy, we need a different approach.

The approach turns out to be to rewrite \( \int_{a}^{b} f(x) \, dx \) in the form \( \int_{a}^{b} w(x)g(x) \, dx \), where \( w(x) \) is what is called a weight function. For ordinary Gaussian quadrature, \( w(x) = 1 \), but we can take \( w(x) \) to be other useful things like \( e^{-x} \), \( e^{-x^2} \), or \( 1/\sqrt{1+x^2} \). Different weight functions lead to different classes of polynomials. For instance, with \( w(x) = 1 \) we were led to the Lagrange polynomials. For \( w(x) = e^{-x} \), we are led to a family called the Laguerre polynomials. For \( w(x) = e^{-x^2} \), we are led to a family called the Hermite polynomials, and with \( w(x) = 1/\sqrt{1+x^2} \), we are led to the Chebyshev polynomials. There are many other weight functions possible and there are techniques that can be used to figure out the \( x_i \) and \( c_i \) for them.

5.5 Adaptive quadrature

With some graphs, spacing our regions evenly is inefficient. Consider the graph of \( \sin(4x^2 - 10x + 3/2) \) shown below:

![Graph](image)

Suppose we are using the trapezoid rule. The region near \( x = 1 \) will be integrated pretty accurately using only a few trapezoids, whereas the region around \( x = 3 \) will need quite a bit more. If, for instance, we use 1000 trapezoids to approximate the integral from 1 to 3, we should get a reasonably accurate answer, but we would be using way more trapezoids than we really need around \( x = 1 \), wasting a lot of time for not much additional accuracy.

We could manually break the region up and apply the trapezoid rule separately on each region, but it would be nice if we had a method that could automatically recognize which areas need more attention than others. The trick to doing this is based off of the iterative trapezoid rule we considered a few sections back.

Recall that the iterative trapezoid rule involves applying the trapezoid rule with one trapezoid, then breaking things into two trapezoids, then four, then eight, etc., at each step making use of the results from the previous calculation. In the example from that section, the approximations we got were .1432, .1404, .1396, .1395, .1394, .1394. We see that they are settling down on a value. It looks like we will be within \( \epsilon \) of the exact answer once successive iterates are within \( \epsilon \) of each other.² This suggests the following solution to our problem.

**Adaptive quadrature process** To integrate \( \int_{a}^{b} f(x) \, dx \), correct to within \( \epsilon \), using a variable number of trapezoids depending on the region of the function, do the following:

---

¹Orthogonality is a concept covered in linear algebra. It is a generalization of the geometrical notion of being perpendicular.
²This is not always true, but it is true a lot of the time, and it gives us something to work with.
1. Start with the trapezoid rule, $T_{[a,b]}$, with one trapezoid on $[a, b]$.
2. Then cut $[a, b]$ in half at $m = (a + b)/2$ and run the trapezoid rule on each half, getting $T_{[a,m]}$ and $T_{[m,b]}$.
3. Compute the difference $T_{[a,b]} - (T_{[a,m]} + T_{[m,b]})$. If it is than $3\epsilon$, then we’re done. Otherwise apply the same procedure on $[a, m]$ and $[m, b]$ with $\epsilon$ replaced with $\epsilon/2$.

This procedure is called adaptive quadrature — the “adaptive” part meaning that the method adapts the number of trapezoids to what each region of the graph demands.

There is one odd thing in the method above, and that is why do we stop when the difference is less than $3\epsilon$? Where does the 3 come from? Here is the idea: Write

$$\int_a^b f(x)\,dx = T_{[a,b]} + C_1 h^3$$
$$\int_a^b f(x)\,dx = T_{[a,m]} + C_2 \left(\frac{h}{2}\right)^3$$
$$\int_a^b f(x)\,dx = T_{[m,b]} + C_3 \left(\frac{h}{2}\right)^3.$$  

The terms $C_1 h^3$, $C_2 (h/2)^3$, and $C_3 (h/2)^3$ are the error terms. Each constant is different, but we can make the approximation $C_1 \approx C_2 \approx C_3$ and replace all three with some constant $C$. Then the difference that we compute in the method is

$$T_{[a,b]} - (T_{[a,m]} + T_{[m,b]}) = \frac{3}{4} Ch^3 = 3 \left(\frac{h^3}{8} + \frac{C h^3}{8}\right).$$

That is, the difference is about three times the error of $T_{[a,m]} + T_{[m,b]}$, which is our approximation to $\int_a^b f(x)\,dx$, so that’s where the $3\epsilon$ comes from.

Here is an example of how things might go. Suppose we are estimating $\int_0^{32} f(x)\,dx$ to within a tolerance of $\epsilon$. The figure below shows a hypothetical result of adaptive quadrature on this integral:

<table>
<thead>
<tr>
<th>$T_{[0,16]}$</th>
<th>$T_{[16,32]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 3\epsilon/2$</td>
<td>$&gt; 3\epsilon/2$</td>
</tr>
<tr>
<td>$&gt; 3\epsilon/4$</td>
<td>$&lt; 3\epsilon/4$</td>
</tr>
<tr>
<td>$&lt; 3\epsilon/8$</td>
<td>$&gt; 3\epsilon/8$</td>
</tr>
<tr>
<td>$&lt; 3\epsilon/16$</td>
<td>$&lt; 3\epsilon/16$</td>
</tr>
</tbody>
</table>

In the example above, we start by computing $|T_{[0,32]} - (T_{[0,16]} + T_{[16,32]})|$. In this hypothetical example, it turns out to be greater than $3\epsilon$, so we apply the procedure to $[0, 16]$ and $[16, 32]$ with $\epsilon$ replaced with $\epsilon/2$.

Then suppose it turns out that $|T_{[0,16]} - (T_{[0,8]} + T_{[8,16]})| < 3\epsilon/2$, so that section is good and we are done there. However, the right section has $|T_{[16,32]} - (T_{[16,24]} + T_{[24,32]})| > 3\epsilon/2$, so we have to break that up into halves and apply the procedure to each half with tolerance $\epsilon/4$.

We then continue the process a few more times. Notice that if we add up the $\epsilon$ values everywhere that we stop (where the check marks are), we get $\frac{2}{3}\epsilon + \frac{3}{2}\epsilon + \frac{3}{8}\epsilon + \frac{3}{32}\epsilon$, which sums up to $3\epsilon$.

Note that we can also use Simpson’s rule or Gaussian quadrature in place of the trapezoid rule here. If we do that, instead of checking if the difference is less than $3\epsilon$, we check if it is less than $\frac{3}{2}(2^n - 1)\epsilon$, where $n$ is the order of the method (4 for Simpson’s rule and 2-point Gaussian quadrature, 6 for Boole’s rule and 3-point Gaussian quadrature).\(^1\)

\(^1\)The value $2^n - 1$ comes from the same calculation as we did above for the trapezoid rule. The factor of $\frac{3}{2}$ is recommended in practice to be conservative since the derivation involves making a few approximations.
A program

The natural way to implement adaptive quadrature is recursively. Here is a Python implementation:

```python
def adaptive_quad(f, a, b, toler):
    m = (a+b) / 2
    T1 = (b-a) * (f(a) + f(b)) / 2
    T2 = (b-a) * (f(a) + f(m)) / 4
    T3 = (b-a) * (f(m) + f(b)) / 4
    if abs(T1-T2-T3)< 3*toler:
        return T2+T3
    else:
        return adaptive_quad(f, a, m, toler/2) + adaptive_quad(f, m, b, toler/2)
```

The only problem with this method is that it is a little inefficient in that with each set of recursive calls, we find ourselves recalculating many values that we calculated earlier. For instance, \( f(a) \) as part of \( T1 \) and \( T2 \) and then it may be computed again in the first recursive call to `adaptive_quad`. We can speed things up by saving the values of the function evaluations (which can often be slow if the function is complicated) and passing them around as parameters. In addition, the values of \( T2 \) and \( T3 \) are recomputed as \( T1 \) in the recursive calls. If we save these as parameters, we can get a further speed-up. The improved code is below:

```python
def adaptive_quad(f, a, b, toler):
    return adaptive_quad_helper(f, a, b, f(a), f(b), (b-a)*(f(a)+f(b))/2, toler)

def adaptive_quad_helper(f, a, b, fa, fb, T1, toler):
    m = (a+b) / 2
    fm = f(m)
    T2 = (b-a) * (fa + fm) / 4
    T3 = (b-a) * (fm + fb) / 4
    if abs(T1-T2-T3)< 3*toler:
        return T2+T3
    else:
        return adaptive_quad_helper(f, a, m, fa, fm, T2, toler/2) +
                        adaptive_quad_helper(f, m, b, fm, fb, T3, toler/2)
```

Shown below is the graph of \( f(x) = \sin(4x^2 - 10x + 3/2) \) from \( x =1 \) to \( 3 \), and in blue are all the midpoints that are computed by the algorithm above with a tolerance of \( \varepsilon = .01 \).
5.6 Improper and multidimensional integrals

Improper integrals are those whose have infinite ranges of integration or discontinuities somewhere in the range. Some examples include

\[ \int_0^\infty e^{-x^2} \, dx \quad \text{infinite range of integration} \]
\[ \int_0^1 \frac{\sin x}{x} \, dx \quad \text{undefined at left endpoint of range} \]
\[ \int_{-1}^1 \frac{1}{\sqrt{x}} \, dx \quad \text{undefined in middle of range at } x = 0. \]

Integrals with an infinite range of integration

For integrals with an infinite range, the trick is often to use a substitution of the form \( u = 1/x \). For example, using \( u = 1/x \) on \( \int_1^\infty e^{-x^2} \, dx \), we have

\[
\begin{align*}
  u &= \frac{1}{x} \\
  du &= -\frac{1}{x^2} \, dx \\
  &\quad \rightarrow \quad dx = -\frac{1}{u^2} \, du \\
  x &= 1 \quad \rightarrow \quad u = 1 \\
  x &= \infty \quad \rightarrow \quad u = 0
\end{align*}
\]

This gives

\[ \int_1^\infty e^{-x^2} \, dx = \int_1^0 \frac{e^{-1/u^2}}{-u^2} \, du = \int_0^1 \frac{e^{-1/u^2}}{u^2} \, du. \]

Shown below are the two functions. The shaded areas have the same value.

We can then use a numerical method to approximate the value of the integral.

If we were to change the integral to run from \( x = 0 \) to \( \infty \) instead of from \( x = 1 \) to \( \infty \), then \( u = 1/x \) would give us a problem at 0. A solution to this is to break the integral into two parts:

\[ \int_1^\infty e^{-x^2} \, dx = \int_0^1 e^{-x^2} \, dx + \int_1^\infty e^{-x^2} \, dx. \]

In general, for integrals with infinite ranges, a transformation of the form \( u = 1/x \) usually will work, but there are other substitutions that are sometimes useful.

Integrals with discontinuities

We have to be careful which method we use when integrating functions with discontinuities. If a discontinuity occurs at an endpoint, then the trapezoid method and those derived from it won’t work since they need to know
the values at the endpoints. However, some of the other methods will work. The midpoint method, for example, would be okay, since it does not require points at the ends of the interval. It is sometimes called an open method for this reason. Gaussian quadrature would also be okay.

One thing we can do is create an extended midpoint method, analogous to the iterative trapezoid method and extend it via extrapolation into a Romberg-like method. The one trick to doing this is that in order for our extended midpoint method to make use of previous steps, it is necessary to cut the step into one third of itself, instead of in half.

If the discontinuity is removable, one option is to remove it. For instance, \( \sin(x)/x \) has a removable discontinuity at \( x = 0 \), since \( \lim_{x \to 0} \sin(x)/x = 1 \). We could just pretend \( \sin(0)/0 \) is 1 when we do our numerical integration.

If we know the discontinuity is removable, but don’t know the limit, we can use something like the extended midpoint method, Gaussian quadrature, or adaptive quadrature.

If the discontinuity is not removable, like in \( \int_0^1 \frac{1}{x} \, dx \), then the function tends towards infinity at the discontinuity. We could still use the extended midpoint method, Gaussian quadrature, or adaptive quadrature, but there are certain substitutions that can be made that will make things more accurate.

If the discontinuity happens in the middle of the interval, and where know where it occurs, then we can break the integral up at the discontinuity, like below, and then use a numerical method on each integral separately:

\[
\int_{-1}^{0} \frac{1}{\sqrt{x}} \, dx + \int_{0}^{1} \frac{1}{\sqrt{x}} \, dx.
\]

If we don’t know where a discontinuity happens, then there are things one can do, but we won’t cover them here.

It is important to note that we could end up with an integral that is infinite, like \( \int_0^1 \frac{1}{x} \, dx \). For something like this, the numerical methods we have won’t work at all, since there is no finite answer. A good way to recognize that the integral is infinite is if the methods seem to be misbehaving and giving widely varying answers.

**Multiple integrals**

Multidimensional integrals are somewhat tougher to handle than single integrals. In general, we have an integral of the form

\[
\int \int \cdots \int_D f(x_1, x_2, \ldots, x_n) \, dV,
\]

where \( D \) is some region. If \( D \) is not too complicated and \( f \) is relatively smooth, then the integral can be evaluated by reducing it to a series of one-dimensional integrals or by higher-dimensional analogs of some of the methods we talked about, like Gaussian quadrature.

One problem with this is that the number of computations explodes as the dimension \( n \) grows. For instance, if we were to use 10 rectangles to approximate a region in one dimension, for the same level of accuracy in two dimensions, we would have a \( 10 \times 10 \) grid of 100 squares. In three dimensions, this would be a \( 10 \times 10 \) grid of 1000 cubes, and in \( n \) dimensions, it would consist of \( 10^n \) (hyper)cubes. So to even get one digit of accuracy for a 20-dimensional integral would be just about impossible using these methods (and 20-dimensional integrals really do show up in practice).

For high dimensions and really complicated regions of integration, a completely different approach, called Monte Carlo integration, is used. It involves evaluating the integral at random points and combining the information from that to get an approximation of the integral. It is easy to use and widely applicable, but it converges slowly, taking a long time to get high accuracy.

As a simple example of it, suppose we want to estimate \( \int_0^1 e^{-x^2} \, dx \). Imagine drawing a box around the region of integration and throwing darts into the box. Count how many darts land in region and how many land outside it. That percentage, multiplied by the box’s area, gives an estimate of the region’s area. See the figure below (the x’s represent where the darts landed)
Here is some Python code that implements this procedure:

```
from random import uniform

def monte_carlo_integrate(f, a, b, c, d, num_points):
    inside_count = 0
    for i in range(num_points):
        x = uniform(a, b)
        y = uniform(c, d)
        if y <= f(x):
            inside_count += 1
    return inside_count/num_points * (b-a)*(d-c)
```

This estimates $\int_a^b f(x) \, dx$. The values $c$ and $d$ are $y$-coordinates of the box drawn around the region.

## 5.7 Summary of integration techniques

The preceding sections are not a how-to guide for what algorithms to use when, nor are they a rigorous development of methods and error bounds. They are just meant to be an overview of some of the methods and key ideas behind numerical integration. For practical information, see *Numerical Recipes*, and for rigorous derivations, see a numerical analysis textbook.

In practice, *Numerical Recipes* recommends the iterative trapezoid rule, and an iterative Simpson's rule (which is actually just the second column of Romberg integration) as reliable methods, especially for integrals of non-smooth functions (functions with sudden changes in slope). They recommend Romberg integration for smooth functions with no discontinuities.
Chapter 6

Numerical methods for differential equations

A differential equation is, roughly speaking, an equation with derivatives in it. A very simple example of one is \( y' = 2x \). Translated to English, it is asking us to find a function, \( y(x) \), whose derivative is \( 2x \). The answer, of course, is \( y = x^2 \), or more generally, \( y = x^2 + C \) for any constant \( C \). Sometimes, we are given an initial condition that would allow us to solve for the constant. For instance, if we were told that \( y(2) = 7 \), then we could plug in to get \( C = 3 \).

As another example, the integral \( y = \int f(x) \, dx \) can be thought of as the differential equation \( y' = f(x) \).

Another differential equation is \( y' = y \). This is asking for a function which is its own derivative. The solution to this is \( y = e^x \), or more generally \( y = Ce^x \) for any constant \( C \). There are also differential equations involving higher derivatives, like \( y'' - 2y + y = \sin x \).

In a class on differential equations, you learn various techniques for solving particular kinds of differential equations, but you can very quickly get to ones that those techniques can’t handle. One of the simplest such equations is \( \theta'' = k \sin \theta \), where \( k \) is a constant. This equation describes the motion of a pendulum swinging back and forth under the influence of gravity. Considering that a pendulum is a particularly simple physical system, it is not surprising that many of the differential equations describing real-world systems can’t be solved with the techniques learned in a differential equations class.

So we need some way of numerically approximating the solutions to differential equations.

Initial value problems

Most of the problems we will be looking at are initial value problems (IVPs), specified like in the example below:

\[
\begin{align*}
    y' &= y \\
    y(0) &= 2 \\
    t &\in [0, 3].
\end{align*}
\]

We specify the differential equation, the initial condition(s), and the range of values that we are interested in. We use \( t \) for time, thinking of the equation as giving the evolution of something over time. The solution to the IVP of this example is \( y = 2e^t \). It is shown below. Notice that the solution curve begins at \((0, 2)\) and runs until \( t = 3 \).
To start, we will focus on first-order differential equations, those whose highest derivative is $y'$. We will see later how higher order differential equations can be reduced to systems of first-order differential equations.

We will also only focus on *ordinary differential equations* (ODEs) as opposed to *partial differential equations* (PDEs), which involve derivatives with respect to multiple variables, such as $\frac{\partial y}{\partial t} + \frac{\partial y}{\partial x} = e^{tx}$.

### 6.1 Euler’s method

We will first investigate *Euler’s method*. It is a simple method, not always accurate, but understanding it serves as the basis for understanding all of the methods that follow.

Take for example, the following IVP:

$$\begin{align*}
y' &= ty^2 + t \\
y(0) &= .25 \\
t &\in [0, 1].
\end{align*}$$

The equation $y' = ty^2 + t$ can be thought of as giving a slope at each point $(t, y)$. If we plot the slopes at every point, we have a *slope field*, like the one shown below:

Shown in red is the solution to the IVP. One way to find it is to start at the point $(0, .25)$ and follow the slopes given by the slope field at each point. This is essentially what Euler’s method does. We first pick a step size, say $h = .2$. We then look at the slope at our starting point $(0, .25)$ and follow a line with that slope for .2 units. The slope is 0 and we end up at $(.2, .25)$. We then compute the slope at this point to get $y' = .41$ and follow a line with that slope for .2 units taking us to the point $(.4, .33)$. We continue this process until we get to $t = 1$, the end of the given interval. Here is the table of values we get and a plot of them along with the actual solution.

<table>
<thead>
<tr>
<th>$t$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.25</td>
</tr>
<tr>
<td>0.2</td>
<td>0.25 + .2(0 · .25^2 + 0) = .25</td>
</tr>
<tr>
<td>0.4</td>
<td>0.25 + .2(2 · .25^2 + .2) = .29</td>
</tr>
<tr>
<td>0.6</td>
<td>0.29 + .2(4 · .29^2 + .4) = .38</td>
</tr>
<tr>
<td>0.8</td>
<td>0.38 + .2(6 · .38^2 + .6) = .51</td>
</tr>
<tr>
<td>1.0</td>
<td>0.51 + .2(8 · .51^2 + .8) = .72</td>
</tr>
</tbody>
</table>
Here is how the method works in general. Assume we have an IVP of the form given below:

\[
\begin{cases}
    y' = f(t, y) \\
y(a) = c \\
t \in [a, b].
\end{cases}
\]

Choose a step size \( h \). Set \( t_0 = a, y_0 = c \), and start at the point \((t_0, y_0)\). We get the next point \((t_{n+1}, y_{n+1})\) from the previous point by the following:

\[
\begin{align*}
t_{n+1} &= t_n + h \\
y_{n+1} &= y_n + f(t_n, y_n)h.
\end{align*}
\]

The step size determines how much we move in the \( t \)-direction. The change in the \( y \)-direction comes from following the slope for \( h \) units from the previous point. That slope is given by plugging in the previous point into the differential equation. We continue generating points until we reach the end of the interval.

### A short program

Here is a short Python program implementing Euler's method. The method collects all of the points \((t_0, y_0), (t_1, y_1), \text{etc.} \) into a list.

```python
def euler(f, y_start, t_start, t_end, h):
    t, y = t_start, y_start
    ans = [(t, y)]
    while t < t_end:
        y += h * f(t,y)
        t += h
        ans.append((t,y))
    return ans
```

To numerically solve \( y' = ty^2 + t, \ y(0) = .25, t \in [0, 1] \) with \( h = .0001 \), we could use the following:

```
L = euler(lambda t,y: t*y*y+t, .0001, 0, 1, .25)
```

This stores a rather long list of values in \( L \). If we just want the last tuple \((t_n, y_n)\), it is in \( L[-1] \). We would use \( L[-1][1] \) to just get the final \( y \) value.\(^1\)

### Problems with Euler's method

Consider the IVP \( y' = -4.25y, \ y(0) = 1 \), \( t \in [0, 4] \). The exact solution to it is \( y = e^{-4.25t} \), which seems pretty simple. However, look at what happens with Euler's method with a step size of .5:

\[\text{Figure showing numerical solution vs. exact solution.}\]

\(^1\)Note that for simplicity, the condition on our while loop is \( \text{while } t < t_{\text{end}} \). However, because of roundoff error, we could end up looping too long. For instance, if our interval is \([0, 1]\) and \( h = .1 \), then because of roundoff error, our last step will take us to \(.9999\ldots\), which will come out less than 1 and we will end up computing one step too many. We can fix this problem by either asking the caller for the number of steps they want to compute instead of \( h \) or by computing it ourselves as \( n = \text{int}(\text{round}((t_{\text{end}}-t_{\text{start}})/h)) \) and replacing the while loop with \( \text{for } i \text{ in range}(n) \).
We can see that it goes really wrong. One way to fix this is to use a smaller step size, but there are other differential
equations where even a very small step size (like say $10^{-20}$) would not be small enough. Using a very small step
size can take too long and can lead to error propagation.

Here is another thing that can go wrong. Consider the IVP $y' = y \cos t$, $y(0) = 10$, $t \in [0, 50]$. Its exact solution
is $10e^{\sin t}$. It is shown in red below along with the Euler's method approximation with $h = .2$.

![Graph showing the exact solution and Euler's method approximation]

We can see that slowly, but surely, the errors from Euler's method accumulate to cause Euler's method to drift
away from the correct solution.

**Error in Euler's method**

There are two types of error in Euler's method: *local error* and *global error*. Local error is the error that comes
from performing one step of Euler's method. From the point $(t_0, y_0)$, we follow the slope at that point for $h$ units
to get to $(t_1, y_1)$. But the problem with that is that the slope changes all throughout the range from $t_0$ to $t_1$, and
Euler's method ignores all of that. See the figure below:

![Graph showing local error]

The second type of error is global error. Global error is the error we have after performing several steps of Euler's
method. It is the sum of the individual local errors from each step plus another factor: The accumulated local
error from the previous steps means that, at the current step, we are some distance away from the actual solution.
The slope there is different from the slope at the actual solution, which is the slope we should ideally be following
to get to the next point. Following the wrong slope can lead us further from the actual solution. See the figure
below:
We can work out formulas for the local and global error by using Taylor series. We start at the point \((t_0, y_0)\) and advance to \((t_1, y_1)\). We have the following, where \(y(t)\) is the Euler’s method approximation and \(\tilde{y}(t)\) is the exact solution:

\[
\begin{align*}
  t_1 &= t_0 + h \\
  y_1 &= y_0 + hf(t_0, w_0) \\
  \tilde{y}_1 &= \tilde{y}(t_0 + h) = \tilde{y}(t_0) + h\tilde{y}'(t_0) + \frac{h^2}{2!}\tilde{y}''(t_0) + \ldots.
\end{align*}
\]

But \(\tilde{y}(t_0)\), the initial condition, is exactly equal to \(y_0\), and \(\tilde{y}'(t_0)\) is exactly equal to \(f(y_0, t_0)\). So from this we get

\[
\tilde{y}_1 - y_1 = \frac{h^2}{2!}\tilde{y}''(t_0) + \ldots.
\]

So the local error is on the order of \(h^2\).

However, we perform \((b - a)/h\) total steps, and summing up the local errors from each of these steps (and doing some analysis for the other part of global error, which we will omit), we end up with a global error term on the order of \(h\). As usual, the power of \(h\) is the most important part; it is the order of the method. Euler’s method is a first order method.

It can be shown that the global error at \((t_i, y_i)\) is bounded by the following

\[
\frac{Ch}{L} \left( e^{L(t_i-a)} - 1 \right),
\]

where \(C\) and \(L\) are constants.\(^1\) We notice, in particular, the exponential term, which indicates that the error can eventually grow quite large.

### 6.2 Explicit trapezoid method

One problem with Euler’s method is that when going from one point to the next, it uses only the slope at the start to determine where to go and disregards all the slopes along the way. An improvement we can make to this is, when we get to the next point, we take the slope there and average it with the original slope. We then follow that average slope from the first point instead of the original slope. See the figure below:

---

\(^1\) \(L\) is called a Lipschitz constant. It satisfies \(|f(t, u) - f(t, v)| \leq L|u - v|\) for all points \((t, u)\) and \((t, v)\) in the domain.
Here is a formal description of the method: Assume we have an IVP of the form given below:

\[
\begin{align*}
    y' &= f(t, y) \\
    y(a) &= c \\
    t &\in [a, b].
\end{align*}
\]

Choose a step size \( h \). Set \( t_0 = a, y_0 = c \) and start at the point \((t_0, y_0)\). We get each point \((t_{n+1}, y_{n+1})\) from the previous point by the following:

\[
\begin{align*}
    t_{n+1} &= t_n + h \\
    s_1 &= f(t_n, y_n) \\
    s_2 &= f(t_n + h, y_n + hs_1) \\
    y_{n+1} &= y_n + h \frac{s_1 + s_2}{2}
\end{align*}
\]

In the formulas above, \( s_1 \) is the slope that Euler's method uses, \((t_n, y_n + hs_1)\) is the point that Euler's method wants to take us to, and \( s_2 \) is the slope at that point. We get \( y_{n+1} \) by following the average of the slopes \( s_1 \) and \( s_2 \) for \( h \) units from \( y_n \).

This method is called either the explicit trapezoid method, Heun's method, or the improved Euler method. Here is how we might code it in Python.

```python
def explicit_trap(f, y_start, t_start, t_end, h):
    t, y = t_start, y_start
    ans = [(t, y)]
    while t < t_end:
        s1 = f(t, y)
        s2 = f(t+h, y+h*s1)
        y += h*(s1+s2)/2
        t += h
        ans.append((t, y))
    return ans
```

**Example**

Consider the IVP \( y' = ty^2 + t, y(0) = .25, t \in [0, 1] \). Let's try the explicit trapezoid method with \( h = .2 \). Here is a table showing the calculations (all rounded to two decimal places):
6.3. THE MIDPOINT METHOD

The midpoint method builds off of Euler's method in a similar way to the explicit trapezoid method. From the starting point, we go halfway to the next point that Euler's method would generate, find the slope there, and use that as the slope over the whole interval. See the figure below:

<table>
<thead>
<tr>
<th>$t_n$</th>
<th>$s_1$</th>
<th>Euler's prediction</th>
<th>$s_2$</th>
<th>$y_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.25</td>
</tr>
<tr>
<td>.2</td>
<td>$f(0, 1) = 0$</td>
<td>.25 + (.2)(0) = .25</td>
<td>$f(.2, .25) = .21$</td>
<td>.25 + .2 \frac{.21+ .25}{2} = .27</td>
</tr>
<tr>
<td>.4</td>
<td>$f(.2, .27) = .21$</td>
<td>.27 + (.2)(.21) = .31</td>
<td>$f(.4, .31) = .44$</td>
<td>.27 + .2 \frac{.31 + .44}{2} = .34</td>
</tr>
<tr>
<td>.6</td>
<td>$f(.4, .34) = .45$</td>
<td>.34 + (.2)(.45) = .43</td>
<td>$f(.6, .43) = .71$</td>
<td>.34 + .2 \frac{.43 + .71}{2} = .45</td>
</tr>
<tr>
<td>.8</td>
<td>$f(.6, .45) = .72$</td>
<td>.45 + (.2)(.72) = .60</td>
<td>$f(.8, .60) = 1.08$</td>
<td>.45 + .2 \frac{.72 + 1.08}{2} = .63</td>
</tr>
<tr>
<td>1</td>
<td>$f(.8, .63) = 1.12$</td>
<td>.63 + (.2)(1.12) = .86</td>
<td>$f(1, .86) = 1.73$</td>
<td>.63 + .2 \frac{1.12 + 1.73}{2} = .92</td>
</tr>
</tbody>
</table>

Here are the above points graphed along with Euler's method and the exact solution:

The explicit trapezoid method can be shown using Taylor series to be a second order method. The explicit trapezoid rule gets its name from its relation to the trapezoid rule for integrals. If our differential equation $y' = f(t, y)$ had no dependence on $y$, i.e., $y' = f(t)$, then our differential equation reduces to an ordinary integration problem. In this case, the slopes in the explicit trapezoid method reduce to $s_1 = f(t_n)$, $s_2 = f(t_{n+1})$, and the trapezoid rule formula becomes

$$y_{n+1} = y_n + hf(t_n) + f(t_{n+1})$$

This is exactly equivalent to the summing of areas of trapezoids, which is what the trapezoid rule for integration does. Note that a similar calculation shows that Euler's method on $y' = f(t)$ reduces to numerical integration using left-endpoint rectangles.

### 6.3 The midpoint method

The midpoint method builds off of Euler's method in a similar way to the explicit trapezoid method. From the starting point, we go halfway to the next point that Euler's method would generate, find the slope there, and use that as the slope over the whole interval. See the figure below:
Here is a formal description of the method: Assume we have an IVP of the form given below:

\[
\begin{align*}
    y' &= f(t, y) \\
    y(a) &= c \\
    t &\in [a, b].
\end{align*}
\]

Choose a step size \( h \). Set \( t_0 = a, \ y_0 = c \) and start at the point \((t_0, y_0)\). We get each next point \((t_{n+1}, y_{n+1})\) from the previous point by the following:

\[
\begin{align*}
    t_{n+1} &= t_n + h \\
    s_1 &= f(t_n, y_n) \\
    s_2 &= f(t_n + \frac{h}{2}, y_n + \frac{h}{2} s_1) \\
    y_{n+1} &= y_n + hs_2
\end{align*}
\]

In the formulas above, \( s_1 \) is the slope that Euler’s method wants us to follow. We do temporarily follow that slope for \( h/2 \) units and compute the slope at that point, which we call \( s_2 \). Then we start back at \((t_n, y_n)\) and slope \( s_2 \) for \( h \) units to get our new point \((t_{n+1}, y_{n+1})\). Note that we could also write \( y_{n+1} \) more compactly as follows

\[
y_{n+1} = y_n + hf(t_n + \frac{h}{2}, y_n + \frac{h}{2} f(t_n, y_n)).
\]

Example

Suppose we have the IVP \( y' = ty^2 + t, \ y(0) = .25, \ t \in [0, 1] \). Here are the calculations for the midpoint method using \( h = .2 \) (all rounded to two decimal places):

<table>
<thead>
<tr>
<th>( t_n )</th>
<th>( s_1 )</th>
<th>( y + \frac{h}{2}s_1 )</th>
<th>( s_2 )</th>
<th>( y_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>.25</td>
</tr>
<tr>
<td>.2</td>
<td>( f(0, .25) = 0 )</td>
<td>.25 + (.1)(0) = .25</td>
<td>( f(.1, .25) = .11 )</td>
<td>.25 + (.2)(.10) = .27</td>
</tr>
<tr>
<td>.4</td>
<td>( f(.2, .27) = .21 )</td>
<td>.27 + (.1)(.21) = .29</td>
<td>( f(.3, .29) = .33 )</td>
<td>.27 + (.2)(.33) = .34</td>
</tr>
<tr>
<td>.6</td>
<td>( f(.4, .34) = .45 )</td>
<td>.34 + (.1)(.45) = .38</td>
<td>( f(.5, .38) = .57 )</td>
<td>.34 + (.2)(.57) = .45</td>
</tr>
<tr>
<td>.8</td>
<td>( f(.6, .45) = .72 )</td>
<td>.45 + (.1)(.72) = .52</td>
<td>( f(.7, .52) = .89 )</td>
<td>.45 + (.2)(.89) = .63</td>
</tr>
<tr>
<td>1.0</td>
<td>( f(.8, .63) = 1.12 )</td>
<td>.63 + (.1)(1.12) = .74</td>
<td>( f(.9, .74) = 1.39 )</td>
<td>.63 + (.2)(1.39) = .91</td>
</tr>
</tbody>
</table>
Here is are the three methods we have learned thus far plotted together with the exact solution:

The midpoint method is an order 2 method.

### 6.4 Runge-Kutta methods

Euler's method, the explicit trapezoid method, and the midpoint method are all part of a family of methods called Runge-Kutta methods. There are Runge-Kutta methods of all orders.

The order 1 method Runge-Kutta method is Euler's method. There is an infinite family of order 2 methods of the following form:

\[
\begin{align*}
t_{n+1} &= t_n + h \\
s_1 &= f(t_n, y_n) \\
s_2 &= f(t_n + ah, y_n + ah s_1) \\
y_{n+1} &= y_n + h \frac{(2a - 1)s_1 + s_2}{2a}
\end{align*}
\]

Geometrically, these methods can be described as following the Euler's method prediction \( \alpha \) percent of the way from \( t_n \) to \( t_{n+1} \), computing the slope there, taking a weighted average of that slope and the slope at \( (t_n, y_n) \), and following that average slope from \( (t_n, y_n) \) for \( h \) units. See the figure below:
Each value of $\alpha$ gives a different method. For instance, $\alpha = 1$ leads to the explicit trapezoid method and $\alpha = 1/2$ leads to the midpoint method. The most efficient method (in terms of the coefficient on the error term) turns out to have $\alpha = 2/3$. It’s formula works out to the following:

$$
\begin{align*}
    t_{n+1} &= t_n + h \\
    s_1 &= f(t_n, y_n) \\
    s_2 &= f(t_n + \frac{h}{2}, y_n + \frac{h}{2}s_1) \\
    y_{n+1} &= y_n + h \frac{s_1 + 3s_2}{4}
\end{align*}
$$

**RK4**

By far the most used Runge-Kutta method (and possibly the most used numerical method for differential equations) is the so-called RK4 method (the 4 is for fourth order). It is relatively accurate and easy to code.

Here is a formal description of the method: Assume we have an IVP of the form given below:

$$
\begin{align*}
    y' &= f(t, y) \\
    y(a) &= c \\
    t &\in [a, b].
\end{align*}
$$

Choose a step size $h$. Set $t_0 = a$, $y_0 = c$ and start at the point $(t_0, y_0)$. We get each next point $(t_{n+1}, y_{n+1})$ from the previous point by the following:

$$
\begin{align*}
    t_{n+1} &= t_n + h \\
    s_1 &= f(t_n, y_n) \\
    s_2 &= f(t_n + \frac{h}{2}, y_n + \frac{h}{2}s_1) \\
    s_3 &= f(t_n + \frac{h}{2}, y_n + \frac{h}{2}s_2) \\
    s_4 &= f(t_n + h, y_n + hs_3) \\
    y_{n+1} &= y_n + h \frac{s_1 + 2s_2 + 2s_3 + s_4}{6}
\end{align*}
$$

The RK4 method builds off of the RK2 methods (trapezoid, midpoint, etc.) by using four slopes instead of two.

- $s_1$ — Euler’s slope at the left endpoint
- $s_2$ — Slope at midpoint from following Euler’s slope
- $s_3$ — Improved slope at midpoint, from following $s_2$ instead of $s_1$
- $s_4$ — Slope at right endpoint, from following $s_3$

The new $y_{n+1}$ is computed as a weighted average those four slopes. See the figure below:
To summarize, we start by following the slope at the left endpoint, $s_1$, over to the midpoint. This is just like the midpoint method. But then we follow a slope of $s_2$ from the left endpoint to the midpoint and compute the slope, $s_3$, there. This is like adding an additional correction on the original midpoint slope. We then follow a slope of $s_3$ all the way over to the right endpoint, and compute the slope, $s_4$, at that point. Finally, we take a weighted average of the four slopes, weighting the midpoint slopes more heavily than the endpoint slopes, and follow that average slope from the left endpoint to the right endpoint to get the new $y$-value, $y_{n+1}$.

Here is a Python program implementing the RK4 method:

```python
def rk4(f, y_start, t_start, t_end, h):
    t, y = t_start, y_start
    ans = [(t, y)]
    while t < t_end:
        s1 = f(t, y)
        s2 = f(t+h/2, y+h/2*s1)
        s3 = f(t+h/2, y+h/2*s2)
        s4 = f(t+h, y+h*s3)
        y += h * (s1+2*s2+2*s3+s4)/6
        t += h
        ans.append((t, y))
    return ans
```

The RK4 method is developed from Taylor series by choosing the various coefficients in such a way as to cause all the terms of order 4 or less to drop out. The algebra involved, however, is tedious.

There are higher order Runge-Kutta methods, but RK4 is the most efficient in terms of order versus number of function evaluations. It requires 4 function evaluations and its order is 4. The number of function evaluations needed for Runge-Kutta methods grows more quickly than does the order. For instance, an order 8 Runge-Kutta method requires at least 11 function evaluations. As always, the speed of a method depends on both its order (how the error term behaves with respect to the step size) and the number of function evaluations (which can be very slow for some complicated functions).

When applied to the ODE $y' = f(t)$ (an integration problem), RK4 reduces to Simpson's rule.
6.5 Systems of ODEs

Many times we will have a system of several differential equations. For example, a double pendulum (pendulum attached to a pendulum) is a simple example of a physical system whose motion is described by a system. Each pendulum has its own differential equation, and the equations are coupled; that is, each pendulum’s motion depends on what the other one is doing. As another example, we might have two populations, rabbits and foxes. Each population is governed by a differential equation, and the equations depend on each other; that is, the number of foxes depends on how many rabbits there are, and vice-versa.

To numerically solve a system, we just apply the methods we’ve learned to each equation separately. Below is a simple system of ODEs.

\[
\begin{align*}
  x' &= 2 - xy + y^2 \\
  y' &= 3 - xy + x^2 \\
  x(0) &= 1 \\
  y(0) &= 6 \\
  t &\in [0, 1].
\end{align*}
\]

Just to see how things work, let’s numerically solve it using Euler’s method with \( h = 0.5 \):

\[
\begin{array}{c|c|c}
  t_n & x_n & y_n \\
  \hline
  0.0 & 1 & 6 \\
  0.5 & 1 + 0.5(2 - (1)(6) + 6^2) = 17 & 4 + 0.5(3 - (1)(6) + 1^2) = 3 \\
  1.0 & 8 + 0.5(2 - (17)(3) + 3^2) = -12 & 4 + 0.5(3 - (17)(3) + 17^2) = 124.5
\end{array}
\]

Here is a concise way to implement Euler’s method for a system of equations in Python:

```python
def euler_system(F, Y_start, t_start, t_end, h):
    t, Y = t_start, Y_start
    ans = [(t_start, Y)]
    while t < t_end:
        Y = [y + h*f(t, *Y) for y, f in zip(Y, F)]
        t += h
        ans.append((t, Y))
    return ans
```

Here \( F \) is a list of functions and \( Y_{\text{start}} \) is a list of initial conditions. Notice the similarity to the earlier Euler’s method program.

Here is how we might call this function for the example above:

```
L = euler_system([lambda t, x, y: 2-x*y+y*y, lambda t, x, y:3-x*y+x*x], [1, 6], 0, 1, .5)
```

We need a little more care to apply some of the other methods. For instance, suppose we want to apply the midpoint rule to a system of two ODEs, \( x' = f(t, x, y) \) and \( y' = g(t, x, y) \). Here is what the midpoint rule would be for this system:

\[
\begin{align*}
  t_{n+1} &= t_n + h \\
  r_1 &= f(t_n, x_n, y_n) \\
  r_2 &= f(t_n + \frac{h}{2}, x_n + \frac{h}{2} r_1, y_n + \frac{h}{2} s_1) \\
  s_1 &= g(t_n, x_n, y_n) \\
  s_2 &= g(t_n + \frac{h}{2}, x_n + \frac{h}{2} r_1, y_n + \frac{h}{2} s_1) \\
  x_{n+1} &= x_n + hr_2 \\
  y_{n+1} &= y_n + hs_2
\end{align*}
\]

The key is that not only do we have two sets of things to compute, but since the equations depend on each other, each computation needs to make use of the intermediate steps from the other. For instance, \( r_2 \) relies on both \( r_1 \) and \( s_1 \). Let’s try this with the IVP \( x' = tx + y^2, \ y' = xy, \ x(0) = 3, \ y(0) = 4, \ t \in [0, 1]. \) For simplicity, we’ll take just one step with \( h = 1 \). Here are the computations:

\[
\begin{align*}
  t_1 &= 1 \\
  r_1 &= 2 - 3*3 + 3^2 = -10 \\
  r_2 &= 2 - (1)(3) + 3^2 = -10 \\
  s_1 &= 3 - 3*3 + 3^2 = -10 \\
  s_2 &= 3 - (1)(3) + 3^2 = -10 \\
  x_2 &= 3 + 1(-10) = -7 \\
  y_2 &= 4 + 1(-10) = -6
\end{align*}
\]

\[^1\text{The program uses a few somewhat advanced features, including the } * \text{ operator for turning a list into function arguments and zip to tie together two lists.}\]
6.5. SYSTEMS OF ODES

Here is how we could code this in Python.

```python
def system_mid(F, Y_start, t_start, t_end, h):
    t, Y = t_start, Y_start
    ans = [(t_start, Y)]
    while t < t_end:
        S1 = [f(t, *Y) for f in F]
        Z = [y+h/2*s1 for y,s1 in zip(Y,S1)]
        S2 = [f(t+h/2, *Z) for f in F]
        Y = [y+h*s2 for y,s2 in zip(Y,S2)]
        t+=h
        ans.append((t,Y))
    return ans
```

This code can easily be extended to implement the RK4 method.

**Higher order equations**

Higher order equations are handled by converting them to a system of first-order equations. For instance, suppose we have the system \(y'' = y + t\). Let’s introduce a variable \(v = y'\). We can write the ODE as the system \(y' = v, v' = y + t\). We can then use the methods from the previous section to estimate a solution. Note that since our system is second-order, we will have two initial conditions, one for \(y\) and one for \(y'\).

Here is another example. Suppose we have the IVP \(y''' = 3y'' + 4ty - t^2\), \(y(0) = 1, y'(0) = 3, y''(0) = 6\), \(t \in [0, 4]\). We can write it as a system of first order equations using the \(v = y'\) and \(a = y''\). We have chosen the symbols \(v\) and \(a\) to stand for velocity and acceleration.\(^1\) This gives us the system \(y' = v, v' = a, a' = 3a + 4ty - t^2\). Let’s use Euler’s method with \(h = 2\) to approximate the solution:

<table>
<thead>
<tr>
<th>(t)</th>
<th>(y)</th>
<th>(v)</th>
<th>(a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>2.0</td>
<td>1 + 2(3) = 7</td>
<td>3 + 2(6) = 15</td>
<td>6 + 2((3)(6) + (4)(1) - 0^2) = 46</td>
</tr>
<tr>
<td>4.0</td>
<td>7 + 2(15) = 37</td>
<td>15 + 2(46) = 107</td>
<td>46 + 2((3)(46) + (4)(7) - 2^2) = 368</td>
</tr>
</tbody>
</table>

**Simulating physical systems**

The motion of an object can be described by Newton’s second law, \(F = ma\), where \(F\) is the sum of forces on the object, \(m\) is its mass, and \(a\) is the object’s acceleration. Acceleration is the second derivative of position, so Newton’s second law is actually a differential equation. The key is to identify all the forces on the object. Once we’ve done this, we can write Newton’s second law as the system \(y' = v, v' = F/m\).

For example, consider a simple pendulum:

\(^1\)Note also that there are other occasionally useful ways to write a higher order equation as a system, but this way is the most straightforward.
We have to decide on some variables to represent the system. The simplest approach is to use $\theta$, the angle of the pendulum, with $\theta = 0$ corresponding to the pendulum hanging straight down.

Gravity pulls downward on the pendulum with a force of $mg$, where $g \approx 9.8$. With a little trigonometry, we can work out that the component of this force in the direction of the pendulum's motion is $-mg\frac{L}{L}\sin \theta$. This gives us

$$\theta'' = -\frac{g}{L} \sin \theta.$$ 

This equation cannot easily be solved by standard analytic means. We can make it even harder to analytically solve by adding a bit of friction to the system as follows:

$$\theta'' = -\frac{g}{L} \sin \theta - c\theta',$$

where $c$ is some constant. Despite the difficulty we have in solving it analytically, we can easily find an approximate solution. Here is a Python program that uses Euler's method to numerically estimate a solution and sketches the resulting motion of the pendulum:

```python
from math import sin, cos
from tkinter import *

def plot():
y = 3
v = 1
h = .0005
while True:
v, y = v + h*f(y,v), y + h*v
a = 100*sin(y)
b = 100*cos(y)
canvas.coords(line, 200, 200, 200+a, 200+b)
canvas.coords(bob, 200+a-10, 200+b-10, 200+a+10, 200+b+10)
canvas.update()

f = lambda y, v: -9.8/1*sin(y)-v/10
root = Tk()
canvas = Canvas(width=400, height=400, bg='white')
canvas.grid()
line = canvas.create_line(0, 0, 0, 0, fill='black')
bob = canvas.create_oval(0, 0, 0, 0, fill='black')
plot()
```

This program is very minimalistic, with absolutely no bells and whistles, but it fairly accurately simulates the motion of a pendulum. One improvement would be to only plot the pendulum when it has moved a noticeable amount, such as when $a$ or $b$ changes by at least one pixel. This would give a considerable speedup. We could also allow the user to change some of the constants, like the length of the pendulum or the damping factor. And a more accurate result can be obtained by using the RK4 method. We can do this by replacing the first line of the while loop with the following code:

```python
s1 = v
t1 = f(y,v)
```
Many other physical systems can be simulated in this way, by identifying all the forces on an object to find the equation of motion, then numerically solving that equation and plotting the results.

### 6.6 Multistep and implicit methods

A multistep method is one that, instead of just working off of \((t_n, y_n)\), uses earlier points, like \((t_{n-1}, y_{n-1})\), \((t_{n-2}, y_{n-2})\), etc. For example, here is a second-order method called the Adams-Bashforth two-step method (AB2):

\[
\begin{align*}
  t_{n+1} &= t_n + h \\
  s_1 &= f(t_{n-1}, y_{n-1}) \\
  s_2 &= f(t_n, y_n) \\
  y_{n+1} &= y_n + h \frac{3s_2 - s_1}{2}
\end{align*}
\]

The method uses a kind of weighted average of the slopes at \((t_n, y_n)\) and \((t_{n-1}, y_{n-1})\). *Average* isn’t really the best term to use here. It’s more like we are primarily relying on the slope at \((t_n, y_n)\) and correcting it slightly with the slope at \((t_{n-1}, y_{n-1})\).\(^1\)

AB2 is an order 2 method. The good thing about this method is that we compute \(f(t_n, y_n)\) to get \(y_{n+1}\) and we use it again when we compute \(y_{n+2}\). So at each step, we only have one new function evaluation. This is in contrast to the other order 2 methods we’ve seen thus far, like the midpoint and explicit trapezoid methods, that require two new function evaluations at each step. On the other hand, AB2 is relying on a slope that is farther from the current point than those that the midpoint and trapezoid methods use, so it is not quite as accurate.\(^2\)

One thing to note about AB2 is that it requires multiple values to get started, namely \((t_0, y_0)\), and \((t_1, y_1)\). The first point is the initial condition, and we can get the second point using something else, like the midpoint method. Here is the Adams-Bashforth two-step method coded in Python:

```python
def AB2(f, y_start, t_start, t_end, h):
    t, y = t_start, y_start
    s2 = f(t, y)
    y += h*f(t+h/2, y+h/2*f(t,y))  # midpoint method for y_1
    t += h
    ans = [(t_start, y_start), (t,y)]
    while t < t_end:
        s1 = s2
        s2 = f(t, y)
        y += h * (3*s2-s1)/2
        t += h
        ans.append((t,y))
    return ans
```

\(^1\)We could use other weightings, like \(\frac{3s_2-2s_1}{2}\) or \(\frac{3s_2+s_1}{4}\), but the Adams-Bashforth method’s weightings have been chosen to give the best possible error term using the two slopes.

\(^2\)However, because it is faster, we can use a smaller time step and get a comparable accuracy to those other methods.
Another example of a multistep method is the fourth-order Adams-Bashforth four-step method:
\[
\begin{align*}
t_{n+1} &= t_n + h \\
y_{n+1} &= y_n + h \cdot \frac{55f_n - 59f_{n-1} + 37f_{n-2} - 9f_{n-3}}{24}.
\end{align*}
\]
We have used the shorthand \( f = f(t_n, y_n) \). Note that only one new function evaluation is required at each step.

### 6.7 Implicit methods and stiff equations

An interesting alternative way to derive Euler’s method is to approximate \( y' \) with the forward difference formula \( y'(t) = \frac{y(t+h) - y(t)}{h} \). Solving this for \( y(t+h) \) gives \( y(t+h) = y(t) + h y'(t) \) or 
\[
y_{n+1} = y_n + h f(t, y).
\]

Suppose instead we use the backward difference formula \( y'(t) = \frac{y(t) - y(t-h)}{h} \). Solve it to get \( y(t) = y(t-h) + h y'(t) \) and take \( t = t_{n+1} \). This leads to the following method:
\[
\begin{align*}
t_{n+1} &= t_n + h \\
y_{n+1} &= y_n + h f(t_{n+1}, y_{n+1}).
\end{align*}
\]
This is called the backward Euler method, and it might seem a little bizarre. We are using the slope at a point that we are trying to find, even though we haven’t found that point yet. A better way to look at this is that it gives us an equation that we can solve for \( y_{n+1} \). Chances are that the equation will be difficult to solve numerically, so a numerical root-finding method would be necessary. For instance, if we have \( f(t, y) = (t + 1)e^y \), \( y(0) = 3 \), and \( h = .1 \), to get \( y_1 \) we would have to solve the equation \( y_1 = 3 + .1(0+1)e^{y_1} \), something we can’t solve algebraically.

Here is how we might code the method in Python, relying on the secant method to numerically solve the equation that comes up:

```python
def backward_euler(f, y_start, t_start, t_end, h):
    t, y = t_start, y_start
    ans = [(t, y)]
    while t < t_end:
        g = lambda x: y + h*f(t, x) - x
        a, b = y, y + h*f(t+h/2, y+h/2*f(t, y))
        while g(a)!=-g(b) and abs(b-a)>.00000001:
            a, b = b, b - g(b)*(b-a)/(g(b)-g(a))
        y = b
        t += h
        ans.append((t, y))
    return ans
```

The bulk of the while loop is spent numerically solving for \( y_{n+1} \). We start by setting \( g \) equal to the function we need to solve for \( y_{n+1} \), with \( x \) standing for \( y_n \). Our two initial guesses to get the secant method started are \( y_n \) and the midpoint method’s guess for \( y_{n+1} \). After the inner while loop finishes, \( b \) holds the secant method’s estimate for \( y_{n+1} \).

Methods like this, where the expression for \( y_{n+1} \) involves \( y_{n+1} \) itself, are called implicit methods. The backward Euler method is an order 1 implicit method. The implicit trapezoid method, given below is an order 2 method:
\[
\begin{align*}
t_{n+1} &= t_n + h \\
s_1 &= f(t_n, y_n) \\
s_2 &= f(t_{n+1}, y_{n+1}) \\
y_{n+1} &= y_n + h \cdot \frac{s_1 + s_2}{2}.
\end{align*}
\]

\(^1\)In math, if we have a formula for a variable \( y \) in terms of other variables, we say that it is given explicitly. But if that variable is given by an equation like \( x^2 + y^2 = \sin y \), we say that \( y \) is given implicitly. There is still an expression (even if we can’t find it) for \( y \) in terms of \( x \) that is determined by the equation, but that expression is implied rather than explicitly given. Recall also the term implicit differentiation from calculus, where we are given an expression like \( x^2 + y^2 = \sin y \) that we cannot solve for \( y \), yet we can still find its derivative.
Notice that \( s_2 \) depends on \( y_{n+1} \) itself.

There are a variety of other implicit methods. Many of them can be generated by numerical integration rules. For instance, integrating

\[
\int_{t_n}^{t_{n+1}} f(t, y) \, dt
\]

using the trapezoid rule for integration gives the implicit trapezoid method. If we use Simpson's rule to do the integration, we get

\[
y_{n+1} = y_n + \frac{f_{n+1} + 4f_n + f_{n-1}}{6},
\]

a fourth-order method called the Milne-Simpson method. There are also some useful implicit methods in the Runge-Kutta family, though we won't cover them here.

**Stiff equations**

Implicit methods are particularly useful for solving what are called stiff equations. It is difficult to give a precise definition of stiff equations, but we have seen an example of one before:

\[
\begin{align*}
y' &= -4.25y \\
y(0) &= 1 \\
t &\in [0, 4].
\end{align*}
\]

Its exact solution is \( y = e^{-4.25t} \). Shown below is the result of applying Euler's method with a step size of \( h = .5 \):

![Slope Field Example](image)

The equation has a nice, simple solution approaching 0, but the large slopes near the solution are enough to throw off Euler's method unless a small \( h \) is used. If we jump too far from the solution, we see that we end up in regions of high slope which have the effect of pushing us farther away from the solution. There are much worse examples, where the only way Euler's method and the other Runge-Kutta methods can work is with a very small value of \( h \). The problem with using such a small value of \( h \) is the fact that the method may take too long to complete, and with so many steps, error propagation becomes a problem.

Stiff equations show up in a variety of real-life problems, so it is important to have methods that can handle them. Generally, implicit methods tend to perform better than explicit methods on stiff equations. An implicit method has a lot more work to do at each step since it has to numerically find a root, but it can usually get away with a much larger time step than an explicit method of the same order.

One way to think of a stiff equation is to imagine that we are walking on a precipice with sheer drops on either side of us. If we are an explicit method, we need to tip-toe (that is use really small time-steps) to avoid losing our balance and falling off. An implicit method, however, is like walking along the precipice with a guide rope. It takes some time to set that rope up, but it allows us to take much bigger steps.

Taking a look at the slope field above, we see the steep slopes on either side of the equation, sitting there, just waiting to lead an unwary explicit method off into the middle of nowhere.

Implicit methods tend to be more stable than explicit methods. Stability is the property that a small change in the initial conditions leads to a small change in the resulting solution (with an unstable method, a small change in
the initial conditions might cause a wild change in the solution). Numerical analysis books devote a lot of space
to studying the stability of various methods.

Implicit methods can certainly be used to numerically solve non-stiff equations, but explicit methods are usually
sufficiently accurate for non-stiff equations and run more quickly since they don’t have the added burden of having
to perform a root-finding method at each step.

6.8 Predictor-corrector methods

Recall that in the backwards Euler method, we compute \( y_{n+1} \) by

\[
y_{n+1} = y_n + hf(t_{n+1}, y_{n+1}).
\]

We then find \( y_{n+1} \) with a root-finding method. Here is a different approach: Suppose we use the regular Euler
method to generate an approximate value for \( \tilde{y}_{n+1} \) and use that in the backwards Euler formula. We would have
the following method (where \( \tilde{y}_{n+1} \) represents Euler’s method prediction):

\[
\tilde{y}_{n+1} = y_n + hf(t_n, y_n)
\]

\[
y_{n+1} = y_n + hf(t_{n+1}, \tilde{y}_{n+1}).
\]

The idea is that Euler’s method predicts \( y_{n+1} \) and the backward Euler method corrects the prediction. This is
a simple example of a predictor-corrector method. Predictor-corrector methods are explicit methods. Note the
similarity of this method to the explicit trapezoid rule.

A popular predictor-corrector method uses the Adams-Bashforth four-step method along with the following order
4 implicit method, called the Adams-Moulton three-step method:

\[
\tilde{t}_{n+1} = t_n + h
\]

\[
\tilde{y}_{n+1} = y_n + h \left( \frac{9\tilde{f}_{n+1} + 19\tilde{f}_{n} - 5\tilde{f}_{n-1} + \tilde{f}_{n-2}}{24} \right)
\]

We have used the shorthand \( \tilde{f}_i = f(t_i, \tilde{y}_i) \). Here is the combined method:

\[
\tilde{t}_{n+1} = t_n + h
\]

\[
\tilde{y}_{n+1} = y_n + h \left( \frac{55\tilde{f}_n - 59\tilde{f}_{n-1} + 37\tilde{f}_{n-2} - 9\tilde{f}_{n-3}}{24} \right)
\]

\[
y_{n+1} = y_n + h \left( \frac{9\tilde{f}_{n+1} + 19\tilde{f}_{n} - 5\tilde{f}_{n-1} + \tilde{f}_{n-2}}{24} \right).
\]

Here \( \tilde{f}_{n+1} = f(t_{n+1}, \tilde{y}_{n+1}) \). This method requires four values to get started. The first is the initial value, and the
next three can be generated by RK4 or another explicit method.

6.9 Variable step-size methods

Recall how adaptive quadrature works: We compute a trapezoid rule estimate over the whole interval, then break
up the interval into halves and compute the trapezoid estimates on those halves. The difference between the big
trapezoid estimate and the sum of the two halves gives a decent estimate of the error. If that error is less than
some desired tolerance, then we are good on that interval, and if not, then we apply the same procedure to both
halves of the interval.

This gives us a process that allows the step size (trapezoid width) to vary, using smaller step sizes in tricky regions
and larger step sizes in simple regions. We can develop a similar adaptive procedure for differential equations.
The analogous approach would be to try a method with step size \( h \), then with step size \( h/2 \) in two parts, and
compare the results. However, a slightly different approach is usually taken.
We run two methods simultaneously, one of a higher order than the other, say Euler’s method and the midpoint method. Suppose Euler’s method gives us an estimate \( E_{n+1} \) and the midpoint rule gives us an estimate \( M_{n+1} \). We can use \( e = |M_{n+1} - E_{n+1}| \) as an estimate of our error, namely, how far apart \( E_{n+1} \) is from the true solution. We have some predetermined tolerance, like maybe \( T = .0001 \), that we want the error to be less than. We do the following:

- If \( e > T \), then our error is unacceptably large, so we reduce \( h \) and try again on the same interval.

- If the error is very small, say \( e < \frac{T}{10} \), then our estimate is very good, so we can probably get away with a higher step size on the next interval.

- Otherwise (if \( \frac{T}{10} < e < T \)), then our estimate is okay, but we keep the same step size on the next interval.

Here’s how we might code this:

```python
def simple_adaptive(f, y_start, t_start, t_end, h, T=.0001):
    t, y = t_start, y_start
    ans = [(t, y)]

    while t < t_end:
        s1 = f(t, y)
        s2 = f(t+h/2, y+h/2*s1)

        euler = y + s1*h
        midpt = y + s2*h
        e = abs(midpt-euler)

        # estimate is very good, increase step size
        if e < T/10:
            y = midpt
            t += h
            ans.append((t, y))
            h *= 2

        # estimate is no good, decrease step size and try this step over
        elif e > T:
            h /= 2

        # estimate is acceptable, keep same step size for next step
        else:
            y = midpt
            t += h
            ans.append((t, y))

    return ans
```

In practice, there are several improvements that people make to this method. First, higher order methods are used. Since two methods are required, in order to keep the number of function evaluations down, it is desirable to have two methods that share as many slopes as possible. The most popular\(^1\) pair of methods is a fourth-order and fifth-order pair whose members share the same set of six slopes. This is known as the Runge-Kutta-Fehlberg

\(^1\)Though Numerical Methods recommends a slightly different pair called Cash-Karp.
method (RKF45 for short). Here is the method:

\[
\begin{align*}
    s_1 &= hf(t_n, y_n) \\
    s_2 &= hf(t + \frac{1}{4}h, y_n + \frac{1}{4}s_1) \\
    s_3 &= hf(t + \frac{3}{8}h, y_n + \frac{3}{32}s_1 + \frac{9}{32}s_2) \\
    s_4 &= hf(t + \frac{12}{13}h, y_n + \frac{1932}{2197}s_1 - \frac{7200}{2197}s_2 + \frac{7296}{2197}s_3) \\
    s_5 &= hf(t + h, y_n + \frac{439}{216}s_1 - 8s_2 + \frac{2197}{4104}s_3 - \frac{5}{36}s_4) \\
    s_6 &= hf(t + \frac{1}{2}h, y_n - \frac{8}{27}s_1 + 2s_2 - \frac{3544}{2565}s_3 + \frac{1859}{4104}s_4 - \frac{11}{40}s_5) \\
    w_{n+1} &= y_n + h \left( \frac{25}{216}s_1 + \frac{1408}{2565}s_3 + \frac{2197}{4104}s_4 - \frac{1}{5}s_5 \right) \\
    z_{n+1} &= y_n + h \left( \frac{16}{135}s_1 + \frac{6656}{12825}s_3 + \frac{28561}{56430}s_4 - \frac{9}{50}s_5 + \frac{2}{55}s_6 \right)
\end{align*}
\]

The fourth-order approximation is \( w_n \) and the fifth-order approximation is \( z_n \). Our error estimate is

\[
e = \frac{|z_{n+1} - w_{n+1}|}{h} = \frac{1}{360}s_1 - \frac{128}{4275}s_3 - \frac{2197}{75240}s_4 + \frac{1}{50}s_5 + \frac{2}{55}s_6.
\]

We divide by \( h \) here to get the relative error.

Another improvement that is made is that instead of doubling or halving the step size, it is increased by the following factor (where \( T \), the tolerance, is the desired error):

\[
\Delta = .84 \left| \frac{T}{W} \right|^{1/5}.
\]

This scaling factor can be shown analytically to be a good choice. In practice, if \( \Delta < .1 \), we set \( \Delta = .1 \) and if \( \Delta > 4 \), we set \( \Delta = 4 \), both in order to avoid too drastic of a change in step size.

In practice also, the user is allowed to specify a minimum and maximum value for \( h \). Here is the code for RKF45:

```python
def rkf45(f, y_start, t_start, t_end, h, T=.0001, max_h=1):
    t, y = t_start, y_start
    ans = [(t, y)]
    while t < t_end:
        s1 = h*f(t, y)
        s2 = h*f(t+(1/4)*h, y+(1/4)*s1)
        s3 = h*f(t+(3/8)*h, y+(3/32)*s1+(9/32)*s2)
        s4 = h*f(t+(12/13)*h, y+(1932/2197)*s1-(7200/2197)*s2+(7296/2197)*s3)
        s5 = h*f(t+h, y+(439/216)*s1-8*s2+(3680/513)*s3-(845/4104)*s4)
        s6 = h*f(t+(1/2)*h, y-(8/27)*s1+2*s2-(3544/2565)*s2+(1859/4104)*s4-(11/40)*s5)
        w = (25/216)*s1 + (1408/2565)*s3 + (2197/4104)*s4 - (1/5)*s5
        e = abs((1/360)*s1 - (128/4275)*s3 - (2197/75240)*s4 + (1/50)*s5 + (2/55)*s6)/h
        delta = .84 * abs(T/w)**.2
        delta = min(delta, 4)
        delta = max(delta, .1)
        # estimate is very good, increase step size
        if e < T/10:
            y += (16/135)*s1 + (6656/12825)*s3 + (28561/56430)*s4 - (9/50)*s5 + (2/55)*s6
            t += h
            h = min(h / delta, max_h)
            ans.append((t, y))
        # estimate is no good, decrease step size and try this step over
        elif e > T:
            h = h * delta
        if h < min_h:
```

```python
```
Let’s try the method on the IVP \( y' = y \cos t, \ y(0) = 10, \ t \in [0, 50] \). We will use \( T = .01 \) and a maximum \( h \) of 1. The approximation is in orange the true solution in red. Notice the uneven spacing of points.

Adaptive step size methods can be extended in a straightforward way to systems of equations. They can also be developed for multistep methods and predictor-corrector methods, though there are some details involved since the variable step size messes with the constant step size required by those methods.

### 6.10 Extrapolation methods

Recall the process of Romberg integration. We start with the iterative trapezoid method, which uses the trapezoid rule with one trapezoid, then with two, four, eight, etc. trapezoids. We put the results of the method into the first column of a table. We then generate each successive column of the table by applying Richardson extrapolation to the previous column. The order of the iterative trapezoid approximations is 2, the order of the next column is 4, the order of the next column is 6, etc.

We will start with a simple procedure that is a very close analog of Romberg integration. First, in place of the iterative trapezoid rule, we use a second-order method known as the leapfrog method. We get it from approximating \( y'(t) \) by the centered-difference formula \( y'(t) \approx \frac{y(t+h) - y(t-h)}{2h} \). Here is the resulting method:

\[
\begin{align*}
  t_{n+1} &= t_n + h \\
  y_{n+1} &= y_{n-1} + 2hf(t_n, y_n)
\end{align*}
\]

We see why it is called the leapfrog method: we leap from \( y_{n-1} \) to \( y_{n+1} \), jumping over \( y_n \) (though using the slope there). We can also see that it is closely related to the midpoint method. A benefit of this method over the usual midpoint method is that this method requires only one new function evaluation at each step, as opposed to the two that the midpoint method requires.

We are interested in the solution of an IVP on some initial interval \([t_0, t_f]\) of length \( L \). We will run the leapfrog method with \( h = L/4, L/8, L/16, \) etc. This will give us a series of estimates, \( R_{11}, R_{21}, R_{31}, \ldots \). The estimates are the final values of \( y \) from running the method. We then extrapolate just like in Romberg integration, producing a table like below (only the first five rows are shown):
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\[ R_{11} \]

\[ R_{21} \]

\[ R_{22} = \frac{4R_{21} - R_{11}}{3} \]

\[ R_{31} \]

\[ R_{32} = \frac{4R_{31} - R_{21}}{3} \]

\[ R_{33} = \frac{4^2R_{32} - R_{22}}{4^2 - 1} \]

\[ R_{41} \]

\[ R_{42} = \frac{4R_{41} - R_{31}}{3} \]

\[ R_{43} = \frac{4^2R_{42} - R_{32}}{4^2 - 1} \]

\[ R_{44} = \frac{4^3R_{43} - R_{33}}{4^3 - 1} \]

\[ R_{51} \]

\[ R_{52} = \frac{4R_{51} - R_{41}}{3} \]

\[ R_{43} = \frac{4^2R_{52} - R_{42}}{4^2 - 1} \]

\[ R_{54} = \frac{4^3R_{53} - R_{43}}{4^3 - 1} \]

\[ R_{55} = \frac{4^4R_{54} - R_{44}}{4^4 - 1} \]

Note that this only gives us an estimate of the value at the right endpoint of the interval. We often want to know values of the solution at points inside the interval in order to graph the solution or run a simulation. What we can do is decide on a time step, \( H \), and run our extrapolation algorithm on subintervals of size \( H \), generating approximations at the right endpoint of each subinterval. If we do this, then using \( h = H/2, H/4, H/8, \ldots \), \( H/16 \). It has been shown to work well in practice.

However, when we change the sequence, we have to use a different extrapolation formula. Here is the formula we have been using:

\[ R_{i,j} = \frac{4^{j-1}R_{i,j-1} - R_{i-1,j-1}}{4^{j-1} - 1}. \]

This is with \( n_k = 2^k \) steps of size 1/2\(^k\). For a general \( n_k \), we use the following formula:

\[ R_{i,j} = \frac{n_{i+j-1}^2R_{i,j-1} - n_{i-1}^2R_{i-1,j-1}}{n_{i+j-1}^2 - n_{i-1}^2}. \]

See the subsection below for an explanation of where this formula comes from. The very attentive reader may notice the similarity between this and Neville’s algorithm for polynomial interpolation. Here is some code that computes the entire extrapolation table.

```python
def neville(X, Y):
    R = [Y]
    for i in range(1, len(Y)):
        L = []
        for j in range(1, len(R[i-1])):
            L.append((X[i+j-1]**2*R[i-1][j]-X[j-1]**2*R[i-1][j-1])/(X[i+j-1]**2-X[j-1]**2))
        R.append(L)
    return R
```

The list \( R \) is a list of the columns of the extrapolation table. Here is how we can code the entire extrapolation algorithm:

```python
def extrapolate(f, y_start, t_start, t_end, H):
    ans = [(t_start, y_start)]
    start = t_start
    end = t_start + H
    while end < t_end:
        h = end - start
        n = 8
        X = []
        Y = []
        for i in range(n):
            h = (end-start)/(2*(i+1))
            t, y, oldy = start, y_start, y_start
```

The code continues with the extrapolation algorithm.
y += h*f(t+h/2, y+h/2*f(t,y))
t += h
for j in range(2*(i+1)):
    oldy, oldy2 = y, oldy
    y = oldy2 + 2*h*f(t, y)
t += h
X.append(2*(i+1))
Y.append(oldy)

N = neville(X,Y)
ans.append((end, N[n-1][0]))
start, end = end, end + H
y_start = N[n-1][0]
return ans

One further improvement we could make here would be to turn this into an adaptive step size algorithm. The way to do that would be to use the difference between the last two extrapolated results \( R_{88} \) and \( R_{77} \) as our error estimate, and adjust \( H \) accordingly. It might also not be necessary to do all 8 ministeps at each stage.

A little about why extrapolation works

The reason we use the leapfrog method as the base step for our extrapolation algorithm (as well as the trapezoid method for Romberg integration) is because the full power series of the error term is of the form

\[
    c_1 h^2 + c_2 h^4 + c_3 h^6 + \ldots,
\]

where the series includes only even terms. If we use a step size of \( h \) to get \( R_{11} \) and a step size of \( h/2 \) to get \( R_{21} \), then when we compute \( R_{22} = \frac{4R_{11} - R_{21}}{3} \), the \( h^2 \) terms cancel out:

\[
    \frac{4(c_1 h^2/2 + c_2 (h/2)^4 + c_3 (h/2)^6 + \ldots) - (c_1 h^2 + c_2 h^4 + c_3 h^6)}{3} = \frac{1}{4}c_2 h^4 - \frac{6}{16} c_3 h^6 - \ldots.
\]

This means that \( R_{22} \) is a fourth order approximation. When we compute \( R_{33} = \frac{16R_{22} - R_{32}}{15} \), the \( h^4 \) terms cancel out, leaving a 6th order approximation. In general, the order goes up by 2 with each successive level of extrapolation.

More generally, if we a steps of size \( h/n_1 \) and \( h/n_2 \) to compute \( R_{11} \) and \( R_{22} \), we can use the power series to figure out how to eliminate the \( h^2 \) term. We end up getting the formula

\[
    R_{22} = \frac{n_2^2 R_{21} - n_1^2 R_{11}}{n_2^2 - n_1^2}.
\]

The denominator is not necessary to zero out the \( h^2 \) term, but it is needed to keep everything scaled properly. The entire expression acts as a sort of odd weighted average with negative weights.

One can also work out a general formula:

\[
    R_{i,j} = \frac{n_{i+j-1} R_{i,j-1} - n_{i-1}^2 R_{i-1,j-1}}{n_{i+j-1}^2 - n_{i-1}^2}.
\]

This is precisely the formula used by Neville’s formula for polynomial interpolation, evaluated at \( h = 0 \). You may recall that Neville’s formula is a close relative of Newton’s divided differences. And, indeed, when we do this extrapolation process, we make a table that is reminiscent of the ones we make when doing polynomial interpolation. This because this extrapolation process is really the same thing. We are trying to fit a polynomial to our data and extrapolate to get an estimate of the value at a step size of \( h = 0 \).

Here is an example of extrapolation. Suppose we run a numerical method with step sizes \( 1/2, 1/4, 1/6, \ldots 1/16 \) and get the following sequence of values (which is approaching \( \pi \)).

\[
    3.149041, 3.144575, 3.143303, 3.142737, 3.142428, 3.142237, 3.142110, 3.142020
\]

\(^1\)These values come from using the leapfrog method on \( y' = 4\sqrt{1-x^2}, y(0) = 0, t \in [0,1] \). This IVP is equivalent to approximating \( 4\int_0^1 \sqrt{1-x^2} dx \), whose value is \( \pi \).
If we put these values into a table and run extrapolation, here is what we get:

<table>
<thead>
<tr>
<th>1/2</th>
<th>3.149041</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>3.144575 3.143087</td>
</tr>
<tr>
<td>1/6</td>
<td>3.143303 3.142285 3.142185</td>
</tr>
<tr>
<td>1/8</td>
<td>3.142737 3.142010 3.141918 3.141900</td>
</tr>
<tr>
<td>1/10</td>
<td>3.142428 3.141879 3.141805 3.141783 3.141778</td>
</tr>
<tr>
<td>1/12</td>
<td>3.142237 3.141804 3.141745 3.141725 3.141717 3.141716</td>
</tr>
<tr>
<td>1/14</td>
<td>3.142110 3.141757 3.141708 3.141691 3.141683 3.141680 3.141679</td>
</tr>
</tbody>
</table>

We see that the extrapolated values are much closer to \( \pi \) than the original values. Extrapolation takes a sequence of values and makes an educated guess as to what the values are converging to. It bases its guess on both the values and the step sizes.

In addition to polynomial extrapolation, there is also rational extrapolation, which uses rational functions instead of polynomials. It can be more accurate for certain types of problems.

### 6.11 Summary of numerical techniques for IVPs

Euler’s method is nice because it is extremely simple to implement, but because of its limited accuracy, it should not be used for anything serious. It is useful, however, if you just need to get something up and running quickly. For more serious work, Runge-Kutta methods with adaptive step size control, like RKF45 and similar methods, are recommended as all-purpose methods. They are reasonably fast and usually work. They are the methods of choice for non-smooth systems. For smooth systems, predictor-corrector and extrapolation methods are recommended. They can provide high accuracy and work quickly. Stiff equations are best dealt with using implicit methods. See *Numerical Recipes* for more particulars on practical matters.

We have only looked at initial value problems. There is another class of ODE problems, called boundary value problems, that are more difficult. A typical example would be an equation of the form \( y'' = f(t, y) \), with \( t \in [a, b] \), where instead of specifying the initial conditions \( y(a) \) and \( y'(a) \), we instead specify \( y(a) \) and \( y(b) \). That is, we specify the values of the function at the boundary of \([a, b]\). An example of this might be a pendulum whose position at time \( t = a \) and \( t = b \) we know (but not its initial velocity), and we want to know what the motion of the pendulum would be between times \( a \) and \( b \).

These types of problems can be generalized to higher dimensions, like a three-dimensional object whose temperature is governed by a differential equation, where we know the temperature at the surface of the object (its boundary), and we want to know the temperature inside the object. One method for numerically solving boundary value problems is the shooting method, which, for a two-point boundary value problem, involves trying to take “shots” from the initial point to hit the end point, using intelligent trial-and-error to eventually reach it. Those “shots” come from making a guess for the initial velocity. Another class of methods for boundary-value problems are finite difference methods, which use numerical derivative approximations, like \( \frac{f(t+h)-f(t-h)}{2h} \), to turn a system of ODEs into a system of algebraic equations.

Besides ODEs, there are PDEs, which are used to model many real-life problems. Finite difference methods are one important class of methods for numerically solving PDEs, but there are many other methods. Numerical solution of PDES is a vast field of active research.